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Abstract

This paper contributes to the understanding of the relationship between the nature of

data and the Artificial Intelligence (AI) technological trajectories. We develop an agent-

based model in which firms are data producers that compete on the markets for data and

AI. The model is enriched by a public sector that fuels the purchase of data and trains the sci-

entists that will populate firms as workforce. Through several simulation experiments we

analyze the determinants of each market structure, the corresponding relationships with in-

novation attainments, the pattern followed by labour and data productivity, and the quality

of data traded in the economy. More precisely, we question the established view in the liter-

ature on industrial organization according to which technological imperatives are enough

to experience divergent industrial dynamics on both the markets for data and AI blueprints.

Although technical change behooves if any industry pattern is to emerge, the actual unfold-

ing is not the outcome of a specific technological trajectory, but the result of the interplay

between technology-related factors and the availability of data-complementary inputs such

as labour and AI capital, the market size, preferences and public policies.
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*Université de Strasbourg, Université de Lorraine, CNRS BETA, 67000 Strasbourg. Contact the corresponding
author at: Andrea Borsato, Office 323 Avenue de la Forêt-Noire, 67000 Strasbourg, France. E-mail address: abor-
sato@unistra.fr.

1



CONTENTS 2

Contents

1 Introduction and Motivation 3

2 Relation with the literature 4

3 On the nature of data 7

4 An ABM for AI and data trajectories 8

4.1 The market for data, 𝑀𝑑𝑎𝑡𝑎 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

4.1.1 Firm’s production function . . . . . . . . . . . . . . . . . . . . . . . . . 11

4.1.2 Firm’s output decisions . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

4.1.3 Pricing and competitiveness . . . . . . . . . . . . . . . . . . . . . . . . . 14

4.1.4 Process and product innovations . . . . . . . . . . . . . . . . . . . . . . 16

4.2 The labour market, 𝑀𝑙𝑎𝑏 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

4.3 The market for AI technologies, 𝑀𝐴𝐼 . . . . . . . . . . . . . . . . . . . . . . . . 21

4.4 Demand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

5 Simulation results 24

5.1 Baseline scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

5.1.1 Competition and industrial dynamics . . . . . . . . . . . . . . . . . . . 25

5.1.2 Technological change and technological trajectories . . . . . . . . . . . 27

5.2 On the effect of demand elasticities . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.2.1 On the influence of unsatisfied demand . . . . . . . . . . . . . . . . . . 33

5.2.2 On the influence of the quality of data . . . . . . . . . . . . . . . . . . . 34

5.3 On the influence of the Public Sector . . . . . . . . . . . . . . . . . . . . . . . . 35

5.3.1 On the effect of public spending . . . . . . . . . . . . . . . . . . . . . . 35

5.3.2 On the elasticity of labour supply . . . . . . . . . . . . . . . . . . . . . 36

6 Conclusions 39



3

1 Introduction and Motivation

We can interpret last 150 years of economic history as a complex process driven by automa-

tion. Artificial Intelligence (AI), defined as “machines or agents that are capable of observ-

ing their environment, learning, and based on the knowledge and experience gained, taking

intelligent action or proposing decisions” (Annoni et al., 2018), seems a natural candidate

for a further and important breakthrough in scientific and economic progress, as the steam

engine or the electricity were in the past (Aghion et al., 2017; Cockburn et al., 2018; LeCun

et al., 2015). Besides the potential capability to further speed up automation, AI entails

profound changes in the structure of scientific systems. There is indeed a growing body of

literature that emphasizes its capability to re-shape the way knowledge itself is produced

within and between many scientific domains (Agrawal et al., 2019; Bianchini et al., 2020).

From this point of view, AI affects two main channels through which the production of

knowledge occurs. On the one hand, the search process unveils how AI spurs an explosion

of data that individual researchers find hard to stay abreast of. On the other hand, AI im-

pacts on the discovery process, which relates to the proper combination of existing wisdom

to get new knowledge.

The dramatic improvements in AI technologies have fueled a plethora of academic works

that investigate the manifold relationships AI weaves with the economic systems. The na-

ture of AI as a General Purpose Technology (GPT) or as a Method of Invention (IMI) livens

up the debates between Agrawal et al. (2019); Bianchini et al. (2020); Cockburn et al. (2018);

Klinger et al. (2020, 2018); Vannuccini and Prytkova (2021). Conversely, Acemoglu et al.

(2020); Acemoglu and Restrepo (2019); Aghion et al. (2019); Bordot (2022); Brynjolfsson et al.

(2019); Domini et al. (2021); Furman and Seamans (2019), among the many others, elaborate

on the effects of the introduction of AI-based systems in terms of economic growth and

employment, while Ahmed and Wahed (2020); Armstrong et al. (2016); Gundersen and

Kjensmo (2018); Hagendorff and Meding (2020); Nagaraj et al. (2020); Traub et al. (2019)

deal with ethical issues related to uneven, or unequal, access to AI resources.

In this paper we focus on the fuel of AI: data. The huge increase in data collection and

data availability unleashes new market opportunities in which their collection, storage and

treatment are only some example of data-fueled business models (Vannuccini and Prytkova,

2021; Yu et al., 2021). Looking at data as the new oil (Economist, 2017; Savona, 2019; Varian,

2019) and AI systems as data-hungry, we analyze their relationships and mutual influences.

In which way does their interaction determine the corresponding technological trajectories?

How do they evolve? Do trajectories diverge, converge, or do they co-exist and move in par-

allel? What are the underlying selection mechanisms? In which way does the public sector
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enter the game and what could it do? We frame this broad research agenda and try to an-

swer to these questions with an evolutionary agent-based model (ABM) in which firms are

data producers that compete on different data and AI markets. Moreover, they engage in

the labour market to hire best AI-building scientists. The economy is demand-led since the

public sector and another exogenous entity fuel the purchase of data. Moreover, both firms

and the government are involved in the training of scientists.

This model offers also a contribution to the understanding of industrial-dynamics issues

raised by Malerba et al. (1999, 2001) and Malerba and Orsenigo (1995, 1996b). In particular,

our results suggest that technological imperatives are not enough to experience divergent

industrial dynamics. Although the economy needs technical change to live and flourish,

yet this is not the driving force. The pattern followed by each industry unfolds not as the

outcome of a specific technological trajectory, but as the result of the interplay between that

very trajectory and the availability of data-complementary inputs, i.e., labour and AI capi-

tal, market size, consumer preferences and government policies.

The paper is organized as follows: Section II reviews the relevant literature; Section III

elaborates on the nature of data and works as a prelude to the ABM we devise in Sections

IV and V; last Section concludes.

2 Relation with the literature

Latest, potentially groundbreaking, improvements in Artificial Intelligence have fostered

the research interest in several directions. Among the many fields that deal with the im-

pacts of Artificial Intelligence on the economy, we disentangle three main branches. The

first concerns to the relationships between AI and economic growth and employment. In-

troducing AI in the production of goods and services, and trying to reconcile the ongoing

automation with the constancy of factors shares, Aghion et al. (2019) envisage a cost disease

à la Baumol in which growth is determined not by what the economy is good for but by what

is essential and yet hard to improve. Moreover, AI might discourage future innovations if

a fast rate of creative destruction limits returns to innovations. However, they underline

that AI can obviate to the role of population in generating economic growth, through new

ideas.1 Furman and Seamans (2019) and Acemoglu et al. (2020) investigate the implications

of Artificial Intelligence on US labour market. Although their empirical analyses confirm

a surge in AI activity after 2014, and estimate consistent and robust changes in the skills

demanded by high exposure establishments, these works do not detect any negative rela-

1This finding is in agreement with Acemoglu and Restrepo (2017) which find no negative relationship between
aging and economic growth; by contrast, countries undergoing rapid demographic changes are more likely to
adopt new automation technologies.
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tionship between AI exposure and employment or wage levels at the aggregate level. In

other terms, albeit some sectors experience labour market upheaval following the introduc-

tion of new automation systems, AI technologies are still in their infancy and have spread

only through a limited part of the US economy. With respect to these studies, our paper

elaborates on a different issue, that is the threat of labour shortage and the importance of

public policies in sustaining the growing and training of those very scientists that devise

AI technologies. Adopting neoclassical terms for the sake of the argument, and agreeing

with Aghion et al. (2019), growth is limited by what is hard to improve, i.e., labour supply,

whose marginal productivity becomes infinite in this setting.

The second line of research is about Schumpeterian evolutionary theories on industrial

organization. The pioneering works by Schumpeter (1934, 1942) and Nelson and Winter

(1982) have been enriched by plentiful analyses at the core of the evolutionary literature on

technological change and industrial dynamics.2 The common idea this tradition puts forth

is that the history of a number of industries is characterized by a succession of eras associ-

ated with specific dominant technologies. The rise of a new technology with a design far

from established and satisfactory fosters an aggressive competition between new firms that

dismantles users of previous technologies. When the technological design stabilizes in a

later phase of its life cycle, the industry tends to concentrate because of dynamic economies

of scale on both the supply side and the demand side.

The earlier works stressed supply side factors. For instance, Malerba and Orsenigo (1995,

1996b) suggest that technological regimes denoted by conditions of opportunity, appropri-

ability and cumulativeness in the knowledge space determine the patterns of innovative

activities among technological classes within industries. Furthermore, technological ad-

vances are associated with degrees of asymmetries among innovators, their stability in the

ranking and to the economic size of companies. All these determinants are industry spe-

cific.

In agreement with Malerba et al. (2007), we show that demand side dynamics are equally

important. In this mentioned article, the authors highlight the emergence of a dominant de-

sign as a result of network externalities and bandwagon effects. Our model instead provides

a different mechanism according to which the same technological trajectory leads to market

structures and patterns of innovation that differ across industries. Therefore, technology-

related factors are not enough, or not crucial, to explain the divergent dynamics on both

the markets for data and AI. Technological change, whilst essential to engender whatsoever

pattern, must interact with other determinants to generate that specific market structure.

2Discussing all the relevant articles may divert our focus. For the sake of simplicity, we refer to Dosi (1982, 1988),
Malerba and Orsenigo (1995, 1996b, 2002), Malerba et al. (1999, 2007), and Silverberg and Verspagen (1994, 1995).
Dosi and Nelson (2010) offer a literature review of uncommon clearness.
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Moreover, advances in technologies are not associated with concentration by default, but

fierce competition can be typical of a long-run dynamics as well.

Finally, the third line of research relates to the advancement of Artificial Intelligence, its po-

tential GPT-ness and the role of data. We have already mentioned that current performance

in AI has propped an interesting debate with contrasting views on whether we should con-

sider it as a GPT or even and IMI. On the one hand, Agrawal et al. (2019); Bianchini et al.

(2020); Cockburn et al. (2018) and Klinger et al. (2020, 2018) share the idea that advances in

machine learning and neural networks appear to have great potential as a research tool in

problems of classification and prediction. Additionally, AI-based learning may be able to

speed up the automation in discovery across many domains and to expand the playbook in

the sense of uncovering the set of tasks which could be feasibly addressed. The approaches

the scientific community adopts when framing issues may result drastically altered. How-

ever, such a description of AI-based technologies has been criticized. As Vannuccini and

Prytkova (2021) point out, AI-based systems are (still) not as pervasive as many deem. In

fact, they found application in a narrow set of industries, such as ICT, professional and sci-

entific services, and finance and insurance. And even in the sectors whereby we observe the

largest implementation of AI tools, this technology looks ”superimposed” on existing sys-

tems, and the related adoption consists of replacing capital in the execution of certain tasks.

Moreover, AI technologies are such a complex phenomenon that describing them as GPT

may look belittling, somehow paradoxically. A GPT usually consists of a single upstream

source with many edges spreading towards a multitude of downstream sectors, where it

contributes to the introduction of complementary innovations. Though it is undisputed

that AI induces further downstream innovations, this technology actively participates in

the creation of new technologies, guiding the role of invention and innovation (Agrawal

et al., 2019; Vannuccini and Prytkova, 2021). This role is broader than what usually under-

taken by a GPT.

Regardless of the contrasting viewpoints, these authors agree on the importance of huge

data availability for the correct functioning of AI systems. As clearly stated by Cockburn

et al. (2018, p. 15): ”Because the performance of deep learning algorithms depends critically

on the training data that they are created from, it may be possible, in a particular area, for

a specific company (either an incumbent or start-up) gain a significant, persistent, innova-

tion advantage through their control over data that is independent of traditional economies

of scale or demand-side network effects”. This behavior could result in a balkanization of

data within each sector, not only reducing innovative productivity within the sector, but

also reducing spillovers back to the deep learning GPT sector, and to other application sec-

tors. Although in our model, data are in principle infinitely reproducible, their price and
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availability to agents affect the market structure and suggests that the proactive develop-

ment of institutions and policies that encourage data sharing and openness is likely to be

an important determinant of economic gains from the development and application of deep

learning.3 We complete this ample review of the literature with a discussion on the nature

of data that helps us frame, and the reader grasp, the main novelty of our analysis.

3 On the nature of data

We define data as ”a collection of observations of some things” (Chen et al., 2021, p. 2),

that can be represented for simplicity as bit strings, e.g., a sequence of zeros and ones.

Data might include information about anything: medical records, sensor readings from

self-driving cars, consumer tastes, and so on. Chen et al. (2021), Jones and Tonetti (2020),

and Savona (2019) attribute to data two general properties: non-rivalry and non-separability.

On the one hand, data are infinitely usable by any number of firms simultaneously; on the

other hand, the use of personal data affects the source of data itself. Non-rivalry rises con-

cerns about its ownership since it would be very inefficient to assign exclusive ownership

to few agents only. The same set of data may indeed be used by a multitude of agents si-

multaneously, with no peril of rights infringement between them.4

The manifold nature of data can be further highlighted by a concrete example. Duolin-

guo is a software based on AI mechanisms that allows for improvements in learning and

understanding foreign languages. If we were the owners of this software and if we had

many customers, then we would notice that some of our clients learn verbs before adverbs,

and vice-versa. At a further step, we would be able to combine this knowledge with other

information about, for instance, learning timing. This process helps us produce further data

based on the initial information. Through these data, we make forecasts and verification,

for example on how people behave with respect to nouns and adjectives, given the previous

timing. The outcome is a further and possibly greater amount of data which belongs to the

process of learning and understanding themselves.

This example helps us clarify the following. Firstly, data can be conceived as both the input

and the output of a hypothetical production function based on AI technologies. As inputs,

data are capital, labour, or a licensable asset of the firm. Data are capital, because their

collection, treatment, and analytics consist of intangible investments that heap on national

3Focusing on China, Yu et al. (2021) investigate on how data shape actors relations in data-driven innovation
systems. Findings reveal that data are fundamentally different from conventional resources and controlling data
impacts upon business value creation, knowledge development and regulation formation.

4A corollary regards to the actions data producers could take: they may in principle exploit the information con-
tained in the data so as to negatively affect data subjects’ privacy. Concerns about privacy and security-related
issues are in Chen et al. (2021, ch. 4).
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accounts. Data are labour, for we can treat them as user possession that should benefit its

owners (Arrieta-Ibarra et al., 2018). And then, data can be treated as a producers’ intellec-

tual property ”to the extent that they result from their individual investments in their own

personal knowledge” (Savona, 2019, p. 14).

Secondly, data might be an endogenous product of Artificial Intelligence, and this feature

impacts on their value. We can argue that data do not quickly wear out and have the poten-

tial to perform its required function over a lengthy period, if not discarded for any reason.

Therefore, they display some features of durable goods: the information content does not

decay or diminish in value after prolonged use in the production of further data. Further-

more, data have value if and only if they are coupled with a technology which draws and

manages the information embodied, i.e., only when they are employed in production. Put

differently, data have value as long as they contribute to generate value. These features may

mean that the smallest data might have value today and lose it tomorrow, to acquire again

some value afterwards, if not discarded and properly stored.5

Thirdly, we could look at data with two different lenses. Data are generic when we do not

focus on (the quality of) the specific information contained and they are just numbers we

pile up in large quantities. For instance, the accumulation of a big bulk of data allows the

user to develop and fine-tune any algorithm with which processing data themselves. Such

accumulation increases the efficiency in production in subsequent periods. On the other

hand, data are thought of as specialized when we focus on (the quality of) the specific infor-

mation content they embody. Users pool different groups or sources of data to increase the

knowledge in any field of research. Obviously, the increase in knowledge takes the form of

further data that serve as input for the ”production” of knowledge at subsequent steps of

the analysis.

This brief discussion on the nature of data is necessary to understand the way we consider

data since the next Section. More precisely, looking at data as both generic and specialized

allows to shed light on the research agenda we introduced above.

4 An ABM for AI and data trajectories

We investigate the relationships that join the production and the nature of data, in terms of

both input and output of an AI-based production process, with the technological trajectories

in AI systems. We set up an economic system in which several agents compete and interact

on several markets (Fig. 1). Precisely, we have:

5The discussion on the value of data involves increasing returns to scale arguments too: check Posner and Weyl
(2019) and Savona (2019) for details. However, there is not consensus on this field: see Chen et al. (2021) and
Varian (2019) for differing opinions.
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Figure 1. Chart of the model
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• A collection 𝑁 of firms owned by capitalists: they produce data, undertake innovative

search and compete in the market for data and AI. They are then data providers, i.e.,

organisations which own data and offer them to others for a fee (Spiekermann, 2019).

• A public sector, 𝑃𝑆, whose activity concerns to the growing and training of scientists,

and to the purchase of data.

• A collection 𝑆 of scientists: they are the labour force which firms hire to build the AI

capacity.

• An exogenous entity, 𝐷, from the outside which fuels the demand for data.

Our agents can be conceived as system builders, i.e., actors which endeavor ”to extend

the reach of the system and perform the socio-technical integration necessary to its devel-

opment” (Vannuccini and Prytkova, 2021, p. 15). Each period of the simulation envisages

the interaction on three markets:

• The differentiated market, 𝑀𝑑𝑎𝑡𝑎, in which firms compete on selling generic or spe-

cialized data.

• The labour market, 𝑀𝑙𝑎𝑏 , in which firms contribute to the public training of scientists

through sponsorship and hire according to their needs.

• The market for technologies, 𝑀𝐴𝐼 , in which firms trade their AI blueprint.

A general feature that permeates all the markets is the Schumpeterian competitive envi-

ronment in which firms get selected by fitness. Selection operates through the introduction

of novelties, that might emerge as both process and product innovations, and firms will

survive, or not, according to their ability to learn and adopt best productive techniques or

organizational practices (Dosi and Nelson, 2010).

The remaining discussion is about what happens on the inside of each market. We detail

them with the several actions the agents adopt.

4.1 The market for data, 𝑀𝑑𝑎𝑡𝑎

We define a data marketplace ”as a digital platform on which data products are traded”

(Spiekermann, 2019, p. 210). To describe the first market, 𝑀𝑑𝑎𝑡𝑎, we shall look again at

Fig. 1 and Tab. 1. The chart shows how 𝑀𝑑𝑎𝑡𝑎 is linked to three agents: on the supply side

the 𝑁 firms, on the demand side the exogenous entity 𝐷, the public sector 𝑃𝑆, and the same

𝑁 firms. The latter can be competitors and customers. Focusing on the production side, this

place of interaction constitutes the differentiated market for data. Firms might in principle

compete on two different sides, 𝑚: a side in which they produce and sell generic data, 𝑚𝑔,

and another side in which they compete for selling specialized data, 𝑚𝑠 . Producing generic
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Dimension Data Marketplace

𝑚𝑔 𝑚𝑠

Market Positioning Data Providers Data Providers
Market Access Open Open
Data Transformation and Integration Raw, Generic Data Quality, Specialized data
Platform Architecture Decentralised Decentralised

Table 1. Classification of data marketplace, 𝑀𝑑𝑎𝑡𝑎

data consists in providing customers with a large volume of data which, in principle, does

not aim at conveying or processing any specific informational content. It is clear that in

such a field, firms face what we denote as price competition.

On the other side of 𝑀𝑑𝑎𝑡𝑎, firms try to compete on the production and sale of specialized

data, whose quality helps customers increase their knowledge about any scientific domain.

Therefore, competition selects firms on the basis of their ability to provide clients with data

of a certain level of quality and performance. Quality here reflects the capability of convey-

ing precise information about a certain field of research. Furthermore, it mirrors not only

the goodness of the product sold today but also the potential to engender further knowl-

edge in the future.

Tab. 1 provides some further information. The list of features is based on the simple tax-

onomy by Spiekermann (2019). For what concerns the market positioning, both sides of

the market are operated by data providers, hence the same actors involved in the trading.

Secondly, we do not assume any form of entry barrier. Then, data transformation and inte-

gration differentiate data in the way they are processed and prepared for sale. Firms trade

generic or raw data in 𝑚𝑔, while firms in 𝑚𝑠 specialize in trading with particular data, in

which an assurance warrants on corresponding performance and quality. Finally, although

we assume the existence of a general infrastructure or repository that allows for the storage

of data, and we do not deny that firms exchange their datasets, the marketplace architecture

is defined as decentralized, because the data content remains in the hands of the suppliers.

Such a decentralization hence favors some form of data sovereignty.

4.1.1 Firm’s production function

For the sake of simplicity, firms combine several inputs in fixed quantities. Such combina-

tion takes the form of a Leontief production function as in Eq. (1):

𝑌
𝑃,𝑚
𝑖,𝑡 = 𝑚𝑖𝑛

[
𝐴𝑚
𝑖,𝑡−1 · 𝑆

𝑚
𝑖,𝑡−1; 𝐵𝑖,𝑡−1 · 𝐷𝑆𝑚𝑖,𝑡−1;𝐶𝑚

𝑖 · 𝐾𝑚
𝑖,𝑡−1

]
(1)

in which 𝑌𝑃,𝑚
𝑖,𝑡 represents the flow of data, for the 𝑖𝑡ℎ firm at time 𝑡, competing on the

𝑚 side of the market. The flow of data at time 𝑡 is the result of a production cycle started

one period before, at 𝑡 − 1. This production is the outcome of the combination of three in-
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puts: first, labour, 𝑆𝑚
𝑖,𝑡−1 in the form of trained scientists; second, the data stock as result

of the accumulation and storage of previously produced data, 𝐷𝑆𝑚
𝑖,𝑡−1; third, capital, 𝐾𝑚

𝑖,𝑡−1

that consists of the AI technology, made up of hardware and data-processing algorithms,

what Ahmed and Wahed (2020) label as compute; 𝐴𝑚
𝑖,𝑡−1 and 𝐵𝑖,𝑡−1 represent, respectively, the

productivity of labour and data, whereas 𝐶𝑚
𝑖

is the inverse capital-output ratio.

The nature of any input requires further clarification. First, although the functional form

is similar along 𝑚, the production process behind is different according to the output. For

instance, the production of a given volume of generic data requires the entrepreneurs to

combine the compute 𝐾𝑚𝑔

𝑖,𝑡 with the accumulated data in quantities different from the one

entailed by the production of specialised data. The related capital coefficient, 𝑐𝑚𝑔

𝑖
, is gener-

ally different from 𝑐
𝑚𝑠

𝑖
. The same holds for the other inputs too. Second, for what concerns

labour, scientists are heterogeneous in skills and can be divided between generic and special-

ized scientists. These are used not only in the production of data, which is a task performed

by the AI capital stock, but in the production of the AI capacity and for R&D. Labour pro-

ductivity is a function of this learning curve:

𝐴𝑚
𝑖,𝑡 = 𝐴

𝑚
𝑖,𝑡−1 ·

[
1 + 𝐴0 ·

(
1 − 𝑒−𝜆·

[
𝑆𝑡−1
𝑆𝑡

·∑𝑡−1
𝑧=0 �̄�

𝑚
𝑖,𝑧+

(
1− 𝑆𝑡−1

𝑆𝑡

)
·�̄�𝑖,𝑧

] )
·
(
�̃�𝑚
𝑖,𝑡

𝐴𝑚
𝑖,𝑡−1

− 1

)]
(2)

in which 𝐴0 is a coefficient, �̃�𝑖,𝑡 is the maximum attainable value the scientist may reach

when employed in the 𝑖𝑡ℎ firm, 𝜆 is steepness of the curve, and �̄�𝑚𝑡 is the actual utilization

of scientists, equal to:

�̄�𝑚𝑖,𝑡 =
𝑌𝑚
𝑖,𝑡

𝑎𝑚
𝑖,𝑡 · 𝑆𝑚𝑖,𝑡

The limit posed by �̃�𝑖,𝑡 is a function of the innovative search each entrepreneur un-

dertakes to introduce process innovations. Observing the market from the scientist’s per-

spective, we understand that working in different firms means having access to different

technologies, different organizational structures, different ”ways of doing things”, etc. This

heterogeneity results in different opportunities to learn. Each scientist, indeed, learns how

to master the firm’s technologies as long as she keeps working for that firm. When the

firm grabs the fruits of its innovative search, the technological vintage shifts upwards. The

scientist which is employed in that firm then benefits from an increase in the learning op-

portunities.

Another reasoning applies to the second input, 𝐷𝑆𝑚
𝑖,𝑡 . The earlier discussion on the na-

ture of data suggests that the 𝑖𝑡ℎ entrepreneur produces the demanded flow of data at time

𝑡 with all the bulk of data she has been possessing until 𝑡 − 1. The higher this stock of data,
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the higher the flow of producible new data. Moreover, as for the case for labour productiv-

ity, the productivity of the overall stock of data, 𝐵𝑖,𝑡 , is a function of process innovations,

e.g., results of the continuous innovative search.

For what regards the nature of capital, 𝐾𝑚
𝑖,𝑡 , we assume that it consists of AI-based tech-

nologies. An AI technology is essentially composed of some sibling domains: hardware,

software, and algorithms.6 This complex ensemble allows for, and constrains, the actual

production and the processing of data. Moreover, each specific design defines the techno-

logical style of the AI technology as it ”emerges from the particular choice and combination

of its elements, given their relative importance and the specific role they play in the whole

system” (Vannuccini and Prytkova, 2021, p. 15). In Eq. (1), what we define as compute is

only circulating capital. We take into account the inherent complementarity with labour

and data. AI machines embody the efficiency in the processing of data, 𝐵𝑖,𝑡 , and we assume

that each unit of labour must be combined with a proportional unit of AI capital:7

𝐾𝑚
𝑖,𝑡 ∝ 𝑆𝑚𝑖,𝑡 (3)

We can sum up this discussion by answering to this question: is there a structure in the

bundle of data the 𝑖𝑡ℎ firm produces at any period 𝑡? If we look at any physical capital,

we know there is a difference between a machine cutting metals and a machine working

with chemical reagents. In the case of data, we could have a string providing the number

of inhabitants in a given city, and another with the size of that city. The reference to a spe-

cific city reveals the underlying structure in the data. In this respect, if we consider data as

fully substitutable among itself, we admit that combining the number of inhabitants in two

different cities provides the same information than combining the number of inhabitants

and the size of a unique city, for instance. The assumption of fully substitutability among

data looks quite restrictive and ad hoc. A possible way to bypass this issue is the produc-

tion function itself. Although the functional form is the same, the underlying productive

processes are different: producing generic data requires a peculiar combination of inputs

which differs from the production of specialized data.

4.1.2 Firm’s output decisions

Regardless the endowment of data is, the 𝑖𝑡ℎ firm can produce a flow of new data which is

constrained by the technology and labour endowments they possess at a given production

cycle. Data is then a flexible input, whose amount changes from time to time, while the

6Traub et al. (2019) is an interesting examination of AI components.
7We suppose a firm as integrated, such that it builds its own required capital stock. In addition to this, the cost of
capital is assumed away from the analysis: it can be either considered as negligible or as embodied in the wage
rate, such that entrepreneurs hire workers endowed with physical capital.
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capital stock and the manpower are available in strict fixed quantities, at least in the short

run.

Firms produce on demand and do not store any inventory. They nonetheless form their sales

expectations in an adaptive way to smooth short-term volatility. Expectations are essential

to endow entrepreneurs with a planned data capacity to fulfil forthcoming demand. The

stock of data stored, 𝐷𝑆𝑚
𝑖,𝑡 , follows an adjustment procedure of the form:

𝐷𝑆𝑚𝑖,𝑡 = 𝜀
𝐷 · 𝐷𝑆𝑚

𝑖,𝑡−1 +
(
1 − 𝜀𝐷

)
·
(
1 + 𝜂𝑚𝑖,𝑡

)
· 𝐷𝑆𝑚

𝑖,𝑡−1

𝐷𝑆𝑚𝑖,𝑡 =
[
1 + 𝜂𝑚𝑖,𝑡 ·

(
1 − 𝜀𝐷

)]
· 𝐷𝑆𝑚

𝑖,𝑡−1 (4)

in which 𝜀𝐷 is a coefficient while 𝜂𝑚
𝑖,𝑡 expresses entrepreneurial willingness to reach a

normal data capacity utilization rate, 𝑢𝑛, as in Eq. (5):

𝜂𝑚𝑖,𝑡 = 𝜂0 ·
(

𝑌𝑚
𝑖,𝑡−1

𝐵𝑖,𝑡−1 · 𝐷𝑆𝑚𝑖,𝑡−1
− 𝑢𝑛

)
(5)

Identifying with 𝑌 𝑑,𝑚
𝑖,𝑡 the demand faced by the 𝑖𝑡ℎ entrepreneur at time 𝑡, the amount of

data delivered in the next period is:

𝑌𝑚
𝑖,𝑡 = 𝑚𝑖𝑛

[
𝑌
𝑑,𝑚
𝑖,𝑡−1;𝑌𝑃,𝑚

𝑖,𝑡−1

]
(6)

Eq. (6) leaves room for the possibility that a given firm is not ready or sufficiently

equipped for a prompt satisfaction of consumer’s demand. In this case, the firm has two

options to satisfy consumers. First, the entrepreneur can fulfill orders by adding to its pro-

duction the stock of data stored. Yet, when even this option is not sufficient, she can only go

through the market and buy what becomes second-hand data. Eq. (7) expresses the actual

sales, 𝑌 𝑎,𝑚
𝑖,𝑡 as outcome of this reasoning:8

𝑌
𝑎,𝑚
𝑖,𝑡 = 𝑚𝑖𝑛

[
𝑌
𝑑,𝑚
𝑖,𝑡 ;𝑌𝑃,𝑚

𝑖,𝑡 +
𝑁∑︁
𝑖=1

𝐷𝑆𝑚
𝑖,𝑡−1

]
(7)

4.1.3 Pricing and competitiveness

The pricing of data can be tricky: even though production requires labour, it is assumed to

be used to build the AI capacity. The data production process per se does not actually re-

8If the economy’s potential does not meet aggregate demand, the economy accumulates backlogs that will be
added to next period demand. Moreover, at this point of the analysis somebody might envisage a contradiction in
our reasoning: on the one hand, we assume no inventories, on the other hand we speak about firm’s expectations
and the possibility to not satisfy demand. This contradiction is only illusory. The production of data and the
subsequent sale does not mean that the seller transfers the good to the buyer and loses it. In fact, the 𝑖𝑡ℎ firm
keeps part of its production on a repository. What is stored there is in fact an inventory, but it does represent an
inventory if inputs, not of outputs.



4.1 The market for data, 𝑀𝑑𝑎𝑡𝑎 15

quire labour, since this task merely consists in launching the AI.9 Besides the cost of labour

employed in the development of the AI capital stock, we have to account for the storage cost

of data.

For the sake of simplicity, the unit storage cost corresponds here to a fixed maintenance

of the repository cost. Last but not least, if a firm suffers from a storage shortage, or data

production capacity shortage, it then buys data from competitors in order to satisfy its de-

mand. Pricing then depends the amount of data the single entrepreneur takes from her

online server and the amount that she has to buy:

𝑝𝑚𝑖,𝑡 = 𝛼
𝑚
𝑖,𝑡 ·

(
1 + 𝜇𝑚𝑖,𝑡

)
·
(
𝛾

𝐵𝑖,𝑡
+
𝑤𝑚
𝑖,𝑡

𝐴𝑚
𝑖,𝑡

)
+

(
1 − 𝛼𝑚

𝑖,𝑡

)
·
(
1 + 𝜇𝑚𝑖,𝑡

)
· 𝑝𝑚

𝑡−1 (8)

in which 𝑝𝑚
𝑖,𝑡 is the unit price of output, 𝜇𝑚

𝑖,𝑡 is the mark-up over storage cost 𝛾, unit

labour cost
𝑤𝑚
𝑖,𝑡−1

𝐴𝑚
𝑖,𝑡−1

, and 𝑝𝑚
𝑡−1 is last period weighted average market price, equal to:

𝑝𝑚
𝑡−1 =

𝑁∑︁
𝑖=1

𝑝𝑚
𝑖,𝑡−1 · 𝜎

𝑚
𝑖,𝑡−1

in which 𝜎𝑚
𝑖,𝑡−1 represents the market share achieved by the entrepreneur in the previous

period. The variable 𝛼𝑚
𝑖,𝑡 allows for a weighted average in the price equation, and it is equal

to:

𝛼𝑚
𝑖,𝑡 =


𝑌

𝑃,𝑧
𝑖,𝑡−1

𝑌
𝑑,𝑧
𝑖,𝑡−1

if 𝑌
𝑃,𝑧
𝑖,𝑡−1 < 𝑌

𝑑,𝑧
𝑖,𝑡−1

1 otherwise
(9)

Entrepreneurs revise mark-ups period by period according to the market share differen-

tial:

𝜇𝑚𝑖,𝑡 = 𝑚𝑎𝑥

(
�̄�; 𝜇𝑚

𝑖,𝑡−1 ·
[
1 + 𝑣 ·

(
𝜎𝑚
𝑖,𝑡−1

�̄�𝑚
𝑡−1

− 1

)])
(10)

in which �̄�𝑚
𝑡−1 is the average share on each side of the market, �̄� is the minimum mark-up

and 𝑣 is a parameter. The average market share can be expressed as the Herfindahl index:

�̄�𝑚
𝑡−1 =

𝑁∑︁
𝑖=1

(
𝜎𝑚
𝑖,𝑡−1

)2

We capture differences in efficiency between firms by computing some measures of com-

petitiveness, which in turn impacts on the rate of change of the market share:

9The process is similar to the Hicksian production function with capital and labour, in which capital does not
substitute for labour, but allows the latter to produce. In the present case, we have the opposite mechanism: the
𝑖𝑡ℎ entrepreneur hires scientists to build enough capacity as to transform data in new data, for labour produces
the algorithm and related machines.
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Δ𝜎𝑚
𝑖,𝑡 = 𝜒 ·

(
𝐸𝑚
𝑖,𝑡 − �̄�𝑚

𝑡

)
�̄�𝑚
𝑡

· 𝜎𝑚
𝑖,𝑡 (11)

in which Δ𝜎𝑚
𝑖,𝑡 is the instantaneous rate of change in the market share, expressed as

function of the percentage discrepancy between firm’s fitness, 𝐸𝑚
𝑖,𝑡 , and the average com-

petitiveness on the market, �̄�𝑚
𝑡 . The latter is computed as the weighting average between

current competitiveness and past market share:

�̄�𝑚
𝑡 =

𝑁∑︁
𝑖=1

𝐸𝑚
𝑖,𝑡 · 𝜎𝑚

𝑖,𝑡−1 (12)

Since a firm might compete on both sides of the market, its fitness differs accordingly.

The sale of generic data implies the ability to meet the demand and to sell production at

low prices:

𝐸
𝑚𝑔

𝑖,𝑡 =
𝛼
𝑒1,𝑚𝑔

𝑖,𝑡

𝑝
𝑚𝑔

𝑖,𝑡

(13)

in which 𝑒1 is an elasticity. In contrast, on the quality side of the market customers

choose between different suppliers by discriminating them on the basis of the quality of

data sold too:

𝐸
𝑚𝑠

𝑖,𝑡 =
𝛼
𝑒1,𝑚𝑠

𝑖,𝑡 · 𝑞𝑒2,𝑚𝑠

𝑖,𝑡

𝑝
𝑚𝑠

𝑖,𝑡
(14)

in which 𝑒2 is again a constant.

4.1.4 Process and product innovations

Firms strive to introduce both process and product innovations. Process innovations result

in two possible outcomes, namely increases in the productivity of data and, or, maximum

labour productivity levels. The rise in the productivity of data means that one can produce

more data from a lower bundle of data than before. This ability emerges through the de-

velopment of better AI technologies. Improvements are driven by computation per time,

greater predictive power, and all the other sorts of efficiency-enhancing solutions that de-

crease the replication of data or its processing.10 Think about a self-driving car, whose AI

system has to process a lot of data and information before deciding whether to turn ”left”

or ”right”. As you fine-tune the algorithm, the AI system might infer ”left” or ”right” with

less information than before. The second process innovation is embodied in the hardware

10As a matter of clarification, the constraints on the improvements of the algorithm have a systemic nature (Van-
nuccini and Prytkova, 2021): when the algorithm and the hardware are complements, the evolution of the former
is the result of a strategic choice in which the developers design the feature of superior algorithms on the basis of
their current hardware production plans, and vice-versa.



4.1 The market for data, 𝑀𝑑𝑎𝑡𝑎 17

and software parts of the capital stock, and enables scientists to reach a higher maximum

productivity level, �̃�𝑖,𝑡 . This process innovation is not linked to the development of data

processing technology, but simply to the computers embodying it, and it is connected to

scientists learning processes and opportunities. On the other hand, entrepreneurs compet-

ing on the quality side of the market have to explore the innovative possibilities to introduce

in the market a bulk of specialised data with higher quality.11 Firms spend on innovative

search a percentage of their past profits, 𝜋𝑖,𝑡−1. We are aware of the empirical regularity that

sales affect R&D expenditures more than profits (Ciarli and Lorentz, 2010; Dosi et al., 2010,

2006). However, modelling a credit market is beyond the scope of the paper, and there-

fore we constrain R&D investments to the available resources, i.e., profits. Eq. (15) helps us

clarify how each firm splits its R&D funds, 𝑟𝑑𝑖,𝑡 :

𝑟𝑑𝑖,𝑡 = 𝜉0 · 𝜋𝑖,𝑡−1 = 𝑟𝑑𝜗𝑖,𝑡 + 𝑟𝑑
𝑞

𝑖,𝑡 (15)

in which innovative investments, as percentage 𝜉0 of past profits 𝜋𝑖,𝑡−1, are composed

of funds dedicated to process, 𝑟𝑑𝜗
𝑖,𝑡 , and product innovations, 𝑟𝑑𝑞

𝑖,𝑡 . We devise a procedure

through which the single capitalist is willing to invest on R&D according to relative amount

of revenues from each (side of the) market. The more successful an entrepreneur is, the more

willing to further undertake innovative search on that side of the market. Formally:

𝜑𝜗
𝑖,𝑡 =

𝑝
𝑚𝑔

𝑖,𝑡−1 ·𝑌
𝑚𝑔

𝑖,𝑡−1 + 𝑝
𝑀𝐴𝐼

𝑖,𝑡−1 ·𝑌
𝑀𝐴𝐼

𝑖,𝑡−1∑
𝑚 𝑝

𝑚
𝑖,𝑡−1 ·𝑌

𝑚
𝑖,𝑡−1

(16)

Eq. (15) is re-written as:

𝑟𝑑𝑖,𝑡 = 𝜑
𝜗
𝑖,𝑡 · 𝑟𝑑𝑖,𝑡 +

(
1 − 𝜑𝜗

𝑖,𝑡

)
· 𝑟𝑑𝑖,𝑡

We model the R&D routine in Nelson and Winter (1982). Firstly, each firm draws an ”ac-

cess to innovation” round from a standard uniform distribution. If this number is contained

in the interval
[
0; 𝑃𝜗

𝑖𝑛𝑛,𝑖,𝑡

]
, R&D is successful. We set 𝑃𝜗

𝑖𝑛𝑛,𝑖,𝑡 as:

𝑃𝜗
𝑖𝑛𝑛,𝑖,𝑡 = 1 − exp

[
−𝜀 ·

𝑆
𝑚𝑔

𝑟𝑑,𝑖,𝑡−1

𝑆
𝑚𝑔

𝑖,𝑡−1

]
(17)

in which 𝜀 is the effectiveness of R&D, and the following ratio represents the share of

scientists performing innovative search for process innovation in the previous period.12

11The production of new data might hence enlarge the quality and the productivity of the whole ensemble. There
is an inherent difference between the productivity of a bundle of data and its quality. The first is a characteristic
that benefits data providers with enhanced efficiency in production through better AI technologies; thus, it is
something which stays inside the firm. Conversely, the quality of the data concerns to the benefits in terms of
information content the users draw from the single data.

12Our take entails the belief that novelties, new ideas, innovation, are brought into the firms by newcomers, i.e.,
fresh hired scientists.
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The innovative search might be successful for both types of process innovation, just one of

them, or none. Improvements in process innovations take place through additive schedules.

Labour productivity evolves as in Eq. (18)

�̃�𝑖,𝑡 = �̃�𝑖,𝑡−1 + 𝜆 �̃�𝑖,𝑡 (18)

The improvement element, 𝜆 �̃�
𝑖,𝑡 , is equal to the maximum between zero and a random

draw from a truncated normal distribution, 𝜀 �̃�
𝑖,𝑡 :

𝜆 �̃�𝑖,𝑡 = 𝑚𝑎𝑥
(
𝜀 �̃�𝑖,𝑡 ; 0

)
(19)

Similarly for data productivity as in Eq. (20):

𝐵𝑖,𝑡 = 𝐵𝑖,𝑡−1 + 𝜆𝐵𝑖,𝑡 (20)

in which 𝜆𝐵
𝑖,𝑡 is again determined as the maximum between zero and a normal random

draw, 𝜀𝐵
𝑖,𝑡 :

13

𝜆𝐵𝑖,𝑡 = 𝑚𝑎𝑥
(
𝜀𝐵𝑖,𝑡 ; 0

)
(21)

Product innovations occur with identical mechanisms. The access to innovation de-

pends on a random draw from a standard uniform distribution as above. If this draw is

contained in the interval
[
0; 𝑃𝑞

𝑖𝑛𝑛,𝑖,𝑡

]
, the firm may improve the quality of its data. We indi-

cate such quality with 𝑞𝑖,𝑡 , and this variable evolves according to the usual rule:

𝑞𝑖,𝑡 = 𝑞𝑖,𝑡−1 + 𝜆𝑞𝑖,𝑡 (22)

in which, again, 𝜆𝑞
𝑖,𝑡 is a random variable drawn from a truncated normal distribution:14

𝜆
𝑞

𝑖,𝑡 = 𝑚𝑎𝑥
(
𝜀
𝑞

𝑖,𝑡 ; 0
)

(23)

4.2 The labour market, 𝑀𝑙𝑎𝑏

The second place of interaction is the market for scientists, 𝑀𝑙𝑎𝑏 . Such market involves three

types of agents. On the supply side, we have scientists, 𝑆, and the public sector, 𝑃𝑆, whose

scope consists of growing and training the labour force. On the demand side instead, there

are the 𝑁 enterprises, which now compete to hire best productive workers. Scientists are

13Eq. (17) highlights a further mechanism: entrepreneurs hire workers to build their own AI means of production
and these workers build the same vintage of AI through time, unless newcomers arrive at the firm, possibly
with better organizational ideas on how to improve technical vintage and labour productivity. Therefore when
technical change unfolds, the elder generation of employees have to learn and adapt to new vintages.

14For the sake of simplicity, achievements in quality are commonly shared among stored data.



4.2 The labour market, 𝑀𝑙𝑎𝑏 19

heterogeneous in skills and are divided between generic and specialized scientists used on

both their respective production and R&D. Given the previous demand 𝑌
𝑑,𝑚
𝑖,𝑡−1, the labour

productivity 𝐴𝑚
𝑖,𝑡−1, the amount of R&D funds and the wage rate, we define the desired

labour demand 𝑆𝑚,𝚤
𝑖,𝑡 as:

𝑆
𝑚,𝚤
𝑖,𝑡 = 𝜀𝑆 · 𝑆𝑚,𝚤

𝑖,𝑡−1 +
(
1 − 𝜀𝑆

)
·
(
1 + 𝑢𝑆

)
·
𝑌
𝑑,𝑚
𝑖,𝑡−1

𝐴𝑚
𝑖,𝑡−1

+
𝑟𝑑𝑚

𝑖,𝑡

𝑤𝑚
𝑖,𝑡

(24)

in which 𝜀𝑆 and 𝑢𝑠 are parameters. We re-arrange this expression from Ciarli et al. (2010)

and to explain it, we shall think about a firm that faced a peak in demand at 𝑡 − 1, such that

its capacity was not sufficient to satisfy it. At period 𝑡, the same firm adjusts labour demand

so as to update production capacity in terms of scientists. Moreover, this adjustment helps

the firm deal with future peaks with a buffer of workers proportional to 𝑢𝑆 . Entrepreneurs

try to hire more than what needed. At the same time, when capacity is higher than demand,

the firm start firing workers. Nevertheless, in this case, entrepreneurs fire less than what

needed, so as to prevent that capacity falls short of demand.15 Once the entrepreneur sets

the desired labour demand, she opens an amount of new vacancies equal to:

𝑆𝑚𝑉 ,𝑖,𝑡 = 𝑚𝑎𝑥

[
0;

(
𝜀𝑆 − 1

)
· 𝑆𝑚,𝚤

𝑖,𝑡−1 +
(
1 − 𝜀𝑆

)
·
(
1 + 𝑢𝑆

)
·
𝑌
𝑑,𝑚
𝑖,𝑡−1

𝐴𝑚
𝑖,𝑡−1

+
𝑟𝑑𝑚

𝑖,𝑡

𝑤𝑚
𝑖,𝑡

]
(25)

Opening vacancies does not mean filling them. Scientists have a structure of preferences

about the workplace. Following Almudi et al. (2012), they choose which firm to join accord-

ing to monetary as well as non-monetary criteria. The monetary determinant is based on the

wage rate. Non-monetary factors reflect scientist’s expectations of future gains in learning.

Formally:

𝜓𝑚
𝑖,𝑡 = 𝜓0 · 𝑤𝑚

𝑖,𝑡 + (1 − 𝜓0) · �̃�𝑖,𝑡 (26)

in which 𝜓𝑚
𝑖,𝑡 represents firm’s attractiveness, computed as a weighted average between

monetary and non-monetary factors, while 𝜓0 is a coefficient. In a situation in which the

aggregate supply of scientists is not sufficient to satisfy the aggregate demand for labour,

not every firm covers its open vacancies. In this case, scientists will be allocated according

to firm’s attractiveness. The amount of filled vacancies is equal to:

𝑆
𝑚, 𝑓
𝑑,𝑖,𝑡 = 𝑚𝑖𝑛

[
𝑆𝑚𝑉 ,𝑖,𝑡 ;𝜓

𝑚,𝑟
𝑖,𝑡 · 𝐿𝑆𝑚𝑡

]
(27)

in which 𝐿𝑆𝑚𝑡 is the labour supply in terms of scientists, and 𝜓
𝑚,𝑟
𝑖,𝑡 is the relative attrac-

tiveness, computed as:

15In some extent Eq. (24) presents scientists as funds à la Georgescu-Roegen, for the hiring of scientists consists of
investments a firm does to ameliorate its capabilities and gain further market power.
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𝜓
𝑚,𝑟
𝑖,𝑡 =

𝜓𝑚
𝑖,𝑡∑𝑁

𝑖=1 𝜓
𝑚
𝑖,𝑡

Firm workforce is then:

𝑆𝑚𝑖,𝑡 = 𝑆
𝑚
𝑖,𝑡−1 + 𝑆

𝑚, 𝑓
𝑑,𝑖,𝑡 (28)

Less-competitive entrepreneurs have thus two options to fill their vacancies, and both

impact upon firm’s attractiveness. First, they could increase R&D funds. Secondly, they

could increase the wage rate in proportion to the level of unfilled vacancies. The wage

rate is computed as a function of actual productivity growth and the percentage amount of

unfilled vacancies:16

𝑤𝑚
𝑖,𝑡 = 𝑤

𝑚
𝑖,𝑡−1 ·

©«1 + 𝜒1 ·
Δ𝐴𝑚

𝑖,𝑡−1

𝐴𝑚
𝑖,𝑡−1

+ 𝜒2
𝑆𝑚
𝑉 ,𝑖,𝑡−1 − 𝑆

𝑚, 𝑓
𝑑,𝑖,𝑡−1

𝑆𝑚
𝑉 ,𝑖,𝑡−1

ª®¬ (29)

in which 𝜒1 and 𝜒2 are parameters.

The supply of scientists depends on the amount of funds the economic system spends for

their training, which is funded partly by firms through sponsorship, and partly by the pub-

lic sector. For what concerns to firms, price-competitive firms are more interested in training

generic scientists, while quality-competitive firms prefer training and hiring specialized sci-

entists. Each enterprise, competing in one or both sides of 𝑀𝑑𝑎𝑡𝑎, spends a percentage from

past profits:

𝑇𝑚
𝑖,𝑡 = 𝜉1 · 𝜋𝑖,𝑡−1 (30)

in which 𝑇𝑚
𝑖,𝑡 are sponsorship and 𝜉1 is a constant. The public sector may adopt pro-firms

and anti-firms policies. If there is a strong imbalance in the relative supply of scientists, e.g.,

a higher amount of generic scientists than specialized, or vice-versa, the public sector may

fuel, or counteract, firms propensity to invest in generic scientists. For the sake of simplicity,

the government draws funds from outside the system and trains pools of scientists as in

Eq. (31):

𝑟𝑑𝑃𝑆,𝑡 = 𝑟𝑑
𝑚𝑔

𝑃𝑆,𝑡 + 𝑟𝑑
𝑚𝑠

𝑃𝑆,𝑡 = 𝛽𝑡 · 𝑟𝑑𝑃𝑆,𝑡 + (1 − 𝛽𝑡 ) · 𝑟𝑑𝑃𝑆,𝑡 (31)

in which 𝑟𝑑𝑃𝑆,𝑡 is about public funds split between generic and specialized scientists; 𝛽𝑡

is a variable that reflects public sector’s willingness to accommodate or counteract firms’

aims and is expressed in the following way:

16It is worth noting that the wage rate may differ between types of scientists within the same firm.
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𝛽𝑡 = 𝛽0 ·
∑𝑁

𝑖=1 𝑇
𝑚𝑔

𝑖,𝑡−1∑𝑁
𝑖=1

∑
𝑚 𝑇

𝑚
𝑖,𝑡−1

+ (1 − 𝛽0) ·
(
1 −

∑𝑁
𝑖=1 𝑇

𝑚𝑔

𝑖,𝑡−1∑𝑁
𝑖=1

∑
𝑚 𝑇

𝑚
𝑖,𝑡−1

)
(32)

with 𝛽0 = 1 when the public sector supports firms desires, and 𝛽0 = 0 in the other case.

The supply of scientists is a function of the investment in their training:

Δ𝐿𝑆𝑚𝑡 =

(
𝑁∑︁
𝑖=1

𝑇𝑚
𝑖,𝑡−1 + 𝑟𝑑

𝑚
𝑃𝑆,𝑡−1

) 𝑘
(33)

with 𝑘 a parameter. The available supply of scientists at market level, 𝐿𝑆𝑚𝑡 , is the sum

of three components: the available workers at time 𝑡 − 1, the newcomers Δ𝐿𝑆𝑚𝑡 , and the

difference between fired and hired scientists, Δ𝑆𝑚𝑡 :

𝐿𝑆𝑚𝑡 = 𝐿𝑆𝑚
𝑡−1 + Δ𝐿𝑆𝑚𝑡 + Δ𝑆𝑚𝑡 (34)

4.3 The market for AI technologies, 𝑀𝐴𝐼

This subsection deals with the transmission mechanism of technological innovations. In

particular, it is about the second-hand market for AI. We observe the presence of three main

actors: the 𝑁 firms on the supply-side whereas the exogenous entity 𝐷, the public sector

and the same 𝑁 firms are on the demand side. Surviving or successful corps might indeed

find profitable to trade the blueprint of their AI to potential customers, that we identified

with 𝑀𝑑𝑎𝑡𝑎 competitors or agents from the outside. We stress two crucial points that dis-

tinguish 𝑀𝐴𝐼 from 𝑀𝑑𝑎𝑡𝑎. Firstly, fine-tuning the technological apparatus does not result in

process innovations any more. 𝑀𝐴𝐼 looks at it as a product innovation. Secondly, what they

actually sell on this market is not (only) their AI technology but the production function it-

self: selling the blueprint of any AI-based technology results in the sale of all the knowledge

available to the firm about the creation, implementation, and mastering of AI, and how to

combine it with accumulated data as to produce new output. Looking at the way we de-

fined the production function in Eq. (1), AI embodies what the literature often denotes with

”social technologies”. This expression stands for how ”knowledgeable people act and inter-

act where the effective coordination of interaction is key to accomplishment” (Nelson and

Sampat, 2001, p. 40). Technologies seldom involves simple activities undertaken by isolated

individuals. They rather nest intrinsic elements in organizational structures that ”capture

the system of norms, beliefs, and social practises shaping the ”ways of doing things” ” (Dosi

and Nelson, 2010, p. 61).17

17Obviously, different (social) technologies differ in the way they set up the division of labour and the coordination
of the many tasks. These differences stand both between and within the borders of any firm. Moreover, such
differences may prove to be more, or less, efficient as circumstances change, reflecting variations in opportunities
and contexts (Nelson and Sampat, 2001).



4.4 Demand 22

In this picture, trading AI means selling own internal secrets on production and efficiency

techniques. Firms fuel competitors’ imitative strategy. To partially avoid this risk, firms do

not trade their latest equipment, but an old vintage of it. If the 𝑖𝑡ℎ firm succeeds in improv-

ing its AI at time 𝑡, then it will trade on the market the technology available at the previous

period. The sale follows a standard mark-up rule applied to the cost of maintenance of the

technology, set equal to 𝛾:

𝑝
𝑀𝐴𝐼

𝑖,𝑡 =

(
1 + 𝜇𝑀𝐴𝐼

𝑖,𝑡

)
· 𝛾 (35)

in which 𝑝
𝑀𝐴𝐼

𝑖,𝑡 is the unit price and 𝜇
𝑀𝐴𝐼

𝑖,𝑡 the corresponding mark-up, whose functional

form mimics Eq. (10).

Differently from the data market in which we employed the replicator dynamics for the

market shares, here we assume and devise a raw matching mechanism that allows for direct

interaction between firms (Ciarli et al., 2010).18 In particular, firms search on this market

for AI technologies that might help them enhance their competences and organizational

capabilities. Searching on the market implies that each producer has a certain probability to

be selected as a supplier. Once every customer has selected a supplier and decided to buy

or not, demand from firms is simply aggregated.

For the sake of simplicity, we assume the probability of being selected as a simple function

of �̃�, 𝐵, and 𝑝𝑀𝐴𝐼 :

Λ𝑖,𝑡 = 𝑓

(
�̃�𝑖,𝑡−1; 𝐵𝑖,𝑡−1; 𝑝𝑀𝐴𝐼

𝑖,𝑡

)
with first derivatives 𝑓 ′

�̃�
> 0, 𝑓 ′

𝐵
> 0, and 𝑓 ′𝑝 < 0. The functional form might expressed

with the aid of an index 𝐼𝑖,𝑡 :

𝐼𝑖,𝑡 =

(
𝑝
𝑀𝐴𝐼

𝑖,𝑡−1

1 + 𝑝𝑀𝐴𝐼

𝑡−1

) 𝜄𝑝
·
(
�̃�𝑖,𝑡−1

1 + �̄�𝑡−1

) 𝜄�̃�
·
(
𝐵𝑖,𝑡−1

1 + �̄�𝑡−1

) 𝜄𝐵
(36)

in which 𝜄𝑝 , 𝜄�̃�, and 𝜄𝐵 are preferences over capital price, labour and data productivity,

respectively. Hence, the selection probability is:

Λ𝑖,𝑡 =
𝐼𝑖,𝑡∑𝑁
𝑖=1 𝐼𝑖,𝑡

(37)

4.4 Demand

Modelling demand is simple. We have an exogenous entity, 𝐷, and the government, 𝑃𝑆,

whose interest consists of purchasing data and AI-based systems. The exogenous entity

can be viewed as grouping several industries that use data to get information on varied

18To clarify, the demand from 𝐷 and 𝑃𝑆 is allocated through a replicator mechanism as usual.
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subjects. We could have pharmaceutical and health organisations, which are interested in

both data and AI technology. This industry requires better performing techniques to process

medical records, and visual recognition systems for a precise detection of human cancers.

We have firms building autonomous vehicles, which need an ample collection of sensor

readings and actions taken by expert drivers, so as to develop security control systems; in

addition to this, such producers might need highly-performing algorithms to analyse data

on car’s energy consumption and to devise more efficient batteries. Still, we could simply

have data on customers’ preferences: sellers will be hungry to know these preferences to

tailor their products accordingly. The related matching between supply and demand would

be further enhanced.

The demand for data and AI capital from the exogenous entity and the government grows

exogenously. However, firm’s demand for AI capital requires some clarification. The prob-

lem here is that a firm either buys the technology or not. The purchase of a technology

requires funds that are subtracted from profits, and hence from in-house innovative search.

Following Eq. (15) and Eq. (30), we suppose that the resources not invested in internal R&D

or in sponsorship heap on a reserve for the purchase of AI capital from competitors:

𝐾
𝑀𝐴𝐼 ,𝑅
𝑖,𝑡 = (1 − 𝜉0 − 𝜉1) · 𝜋𝑖,𝑡−1 (38)

in which 𝐾𝑀𝐴𝐼 ,𝑅
𝑖,𝑡 is the reserve for the technology. The demand schedule, 𝐾 𝑙,𝑑

𝑖,𝑡 is there-

fore:

𝐾
𝑀𝐴𝐼 ,𝑑
𝑖,𝑡 =


1 if


𝐾

𝑀𝐴𝐼 ,𝑅
𝑖,𝑡 ≥ 𝑝

𝑀𝐴𝐼

−𝑖,𝑡

�̃�𝑖,𝑡 ≤ �̃�−𝑖,𝑡 ; 𝐵𝑖,𝑡 ≤ 𝐵−𝑖,𝑡

0 otherwise

(39)

Eq. (39) means that you may choose to buy an AI technology on 𝑀𝐴𝐼 if you can pay for

it, or when the benefits in terms of productivity are greater than in-house technology’s.

With respect to each market, the aggregate demand is then composed of three elements

as in Eq. (40): demand from the public sector, 𝑌𝑚,𝑃𝑆
𝑑,𝑡 ; demand from the exogenous entity,

𝑌
𝑚,𝐷
𝑑,𝑡 ; and backlogs accumulated through time, 𝐵𝐿𝑚

𝑡−1, if any:

𝐴𝐷𝑚
𝑡 = 𝑌

𝑚,𝑃𝑆
𝑑,𝑡 +𝑌𝑚,𝐷

𝑑,𝑡 + 𝐵𝐿𝑚
𝑡−1 (40)

Eventually, we compute the amount of revenues and profits from each firm’s perfor-

mance on three competitive markets:
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𝜋𝑖,𝑡 =
∑︁
𝑚

𝑝𝑚𝑖,𝑡 ·𝑌
𝑎,𝑚
𝑖,𝑡 +

𝑁−1∑︁
𝑖=1

𝑝
𝑀𝐴𝐼

𝑖,𝑡 +
∑︁
𝑚

𝑝𝑚
𝑡−1 ·𝑚𝑖𝑛

𝐷𝑆𝑚𝑖,𝑡−1;𝜎𝑚
𝑖,𝑡 ·

𝑁−1∑︁
𝑗=1

𝑖𝑑𝑚𝑗,𝑡

 +
−𝛾

(
1 +

∑︁
𝑚

𝐷𝑆𝑚𝑖,𝑡

)
−

∑︁
𝑚

𝑤𝑚
𝑖,𝑡−1 · 𝑆

𝑚
𝑖,𝑡−1+

−𝑝𝑀𝐴𝐼

−𝑖,𝑡 · 𝐾𝑑,𝑀𝐴𝐼

𝑖,𝑡 −
𝑁−1∑︁
𝑗=1

𝑝𝑚
𝑡−1 ·𝑚𝑖𝑛

𝑖𝑑𝑚𝑖,𝑡 ;
𝑁−1∑︁
𝑗=1

𝐷𝑆𝑚
𝑗,𝑡−1


(41)

Firms benefit from three different sources of revenues: those from the sale of data to

customers,
∑

𝑚 𝑝
𝑚
𝑖,𝑡 · 𝑌

𝑎,𝑚
𝑖,𝑡 ; those from the sale of AI blueprint,

∑𝑁−1
𝑖=1 𝑝

𝑀𝐴𝐼

𝑖,𝑡 ; and finally, rev-

enues from the sale of data to other firms,
∑

𝑚 𝑝
𝑚
𝑡−1 ·𝑚𝑖𝑛

[
𝐷𝑆𝑚

𝑖,𝑡−1;𝜎𝑚
𝑖,𝑡 ·

∑𝑁−1
𝑗=1 𝑖𝑑𝑚

𝑗,𝑡

]
, which are

equal to the average price times the minimum between firm’s own data stock and what

required by all the others,
∑𝑁−1

𝑗=1 𝑖𝑑𝑚
𝑗,𝑡 .

19 On the cost side, we have the total expenditure to

store accumulated data and technology, 𝛾
(
1 +∑

𝑚 𝐷𝑆
𝑚
𝑖,𝑡

)
; the labour cost,

∑
𝑚 𝑤𝑖,𝑡−1 · 𝑆𝑚𝑖,𝑡−1;

the cost borne for the purchase of AI systems, 𝑝𝑀𝐴𝐼

−𝑖,𝑡 · 𝐾𝑑,𝑀𝐴𝐼

𝑖,𝑡 ; and eventually, the cost of

acquiring data from others’ stock on the basis of what is actually available in the industry,∑𝑁−1
𝑗=1 𝑝𝑚

𝑡−1 ·𝑚𝑖𝑛
[
𝑖𝑑𝑚

𝑖,𝑡 ;
∑𝑁−1

𝑗=1 𝐷𝑆𝑚
𝑗,𝑡−1

]
.

Before analysing simulation results, we shall clarify that once you developed the AI capital

in the form of algorithm, software, etc., what you sell on 𝑀𝐴𝐼 as a product innovation leads

to extra profits. For the R&D cost is already paid, each unit sold on the second-hand market

will be pure profits. In addition to this, we envisage an extreme form of increasing returns

to scale: you might sell your own data processing technology to just one client or to many

of them and the production cost is the same. This technology is then infinitely reproducible

at no cost after its development. Every single unit (i.e. the blueprint of the AI) sold on 𝑀𝐴𝐼

is a free lunch.

5 Simulation results

We undergo the model through computer simulations. We first run a benchmark scenario in

which 50 firms compete during 5000 period simulations along 50 Monte Carlo runs. Tab. 2

gathers baseline parameter values. We pay particular attention to the growth rate of govern-

ment expenditure and to wage sensitivity to unfilled vacancies. We select very low values

not to overheat the system. For instance, if we considered a single time step as roughly

corresponding a quarter, a growth rate in public spending equal to 0.5% coincides with a

2% growth each year. All the other parameters are selected in accordance to the literature

on agent-based models (Gatti et al., 2011). Additionally, we set initial conditions such that

19For the sake of clarity, we define 𝑖𝑑𝑚
𝑖,𝑡 = 𝑚𝑎𝑥

[
0;𝑌𝑑,𝑚

𝑖,𝑡 −𝑌𝑃,𝑚
𝑖,𝑡

]
.
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Parameter Description Value

𝑇 Time 5000
𝑀𝐶 Monte Carlo runs 50
𝑁 Number of firms 50

𝛽0 Government accommodation 1
𝛾 Unit storage cost 1
𝜀 Coefficient in the probability to innovate 1
𝜀𝐷 Data stock adjustment coefficient 0.5
𝜀𝑆 Labour market friction 0.5
𝜂0 Coefficient in normal data utilisation rate 0.5
𝜄�̃� Preference over labour productivity 1
𝜄𝐵 Preference over data productivity 1
𝜄𝑝 Preference over price −0.1
�̄� Minimum mark-up 0.09
𝜉0 Share of profits re-invested in R&D 0.5
𝜉1 Share of profits re-invested in sponsorship 0.01
𝜒 Market share sensitivity to competitiveness 0.1
𝜒1 Wage sensitivity to productivity growth 0.5
𝜒2 Wage sensitivity to unfilled vacancies 0.01
𝜓0 Attractiveness sensitivity to wages 0.5

𝐴0 Coefficient in learning function 0.1
𝑒1 Fitness elasticity to unfilled demand 0.5
𝑒2 Fitness elasticity to quality 1
𝑔𝐷 Exogenous growth in demand 0.005
𝑔𝑃𝑆 Government demand growth rate 0.005
𝑘 Labour supply elasticity to public and private sponsorships 1
𝑢𝑛 Normal data utilisation rate 0.75
𝑢𝑠 Unused labour capacity 0.15
𝑣 Mark-up sensitivity to market share 0.01

Table 2. Parameter setting

firms are perfectly homogeneous: the heterogeneity will emerge when the model unfolds

as outcome of interactions and different decision rules.

5.1 Baseline scenario

We analyse the baseline model by presenting results from both Monte Carlo averages and

single simulations. Monte Carlo averages unfortunately hide interesting phenomena which

are only detectable through a closer inspection of single replications. For the sake of clarity,

we present and analyze the emergent properties on industrial dynamics first, and secondly

the dynamics and trajectories related to technical change.

5.1.1 Competition and industrial dynamics

Fig. 2 and Fig. 3 provide information on the market structure and its dynamics with respect

to the three markets of interest. We observe indeed a different and peculiar pattern for each

market. The market for generic data can be conceived as a competitive environment which

evolves toward an oligopolistic structure. The first 2000 time periods exhibit an aggressive

and fierce competition between firms, from which a handful of enterprises emerges: the

average market share is in between 0.2 and 0.3 across Monte Carlo runs. Firms get selected

through their ability to produce and sell large volumes of data at low prices, regardless of

quality. Distinguishing factors are then labour productivity and data productivity, which
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Figure 2. Baseline setting: market shares

result from process innovations.20 In contrast, the market for specialised data clearly shows

the usual pattern out of a replicator dynamics, with a strong tendency to a monopolistic

structure once firms differentiate in their technologies (i.e., respective productivity) and

quality. As suggested also in Fig. 3 (Panels B), the firm claiming all the market sells data

of the highest quality and it is basically the only one which keeps on introducing product

innovations in this market.

The remaining market, the one in which firms trade their AI systems and their production

function, displays a deceiving average dynamics. If we looked at Fig. 2 only, we would see a

tendency to monopoly, though not as fast as in the previous case. Yet, a closer inspection of

single simulations reveals a leap-frogging structure (Fig. 3, Panel C). The dynamics depicts

several waves of monopoly in which some firm becomes a temporary leader of the market.

We present additional statistics on industrial dynamics in Fig. 4. Panel A presents prices

and mark-ups. The former are more concentrated around the average than the latter. For

what concerns to the markets for generic data and AI technologies, coefficients of varia-

tion in prices converge to 0.2 and zero, respectively. These patterns are indicative to the

market structure similar to (oligopolistic) competition in the market for generic data and

to a leap-frogging dynamics in the AI market. The same applies with respect to the vari-

ation in mark-ups. For both markets, coefficients increase at the beginning then exhibit a

decrease and finally converge to 0.5. A slightly different reasoning applies to the market for

specialised data. Its monopolistic structure envisages a weak, but increasing, variation in

20Looking at single simulations, we found that often a batch of firms emerged as benefiting from higher productiv-
ity standards. However, benefits from increased productivity in terms of market shares led to higher mark-ups
and higher wage rates. These matters counterbalance the gain in competitiveness originating from productivity
standards greater than average, on the one hand, and allow for a reallocation of market demand to other firms.
Competition is then restored. Related figures are available upon request.
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Figure 3. Baseline setting: single Monte Carlo runs

Note: gray lines represent Monte Carlo replications for the average variable; black lines are the average time series
across Monte Carlo runs.

prices due to the premium for quality, while the mark-up’s coefficient of variation converges

to 0.8. This in turn bring about two remarks. Firstly, the growing difference in quality stan-

dards between the monopolist and all the others explains the magnitude of the coefficient.

Secondly, once the best-quality firm becomes the established monopolist, it stops raising

the mark-up limiting thereof the variation.

Panel B depicts the times series of inverse Herfindahl indexes for profits, R&D, revenues,

and aggregate demand. In agreement with the above, we find that the index for revenues

converges to unity. It means that, on average, firms get their largest source of revenues out

of only one single market, out of three. Given the market structures, all but two firms take

their revenues from the generic-data market. The other two are leaders, ultimate or not,

in the other markets. This evidence clarifies why the inverse Herfindahl index for profits

and R&D is below 1 and progressively declines, on average. Being competitive in only one

market is often not sufficient to cover the losses experienced elsewhere, and to allow at the

same time to undertake innovative search. In contrast, the index on aggregate demand is

always close to 3. Since the growth rate of each demand component is the same, differences

in monetary terms are due to prices only.

Finally, last panel in Fig. 4 suggests that labour shortage might characterise the market for

specialised data, while being not a problem at all in the market for generic data. The bench-

mark setting, indeed, assumes the public sector as an accommodating agent and, since in

the market for generic data many firms are competitive, they are able to fund, on aggregate,

an absolute amount of sponsorship larger than what spent by the monopolist in the market

for specialised data.

5.1.2 Technological change and technological trajectories

Since Nelson and Winter (1982), scholars have framed industrial dynamics in terms of

Schumpeterian technological regimes. We can review this broad literature with the results
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Figure 4. Baseline setting: further indicators

obtained by Malerba and Orsenigo (1995, 1996b, 2002) in their several studies on the topic.

With reference to any industry or market, they suggest the existence of technological imper-

atives and technological regimes in terms of opportunity, appropriability, comulativeness

and knowledge-based features. These industry-specific technology-related factors play a

crucial role in determining the particular market structure that characterizes that very in-

dustry. For instance, the rise of a monopolistic structure in the market for specialised data

would be the result of specific technological imperatives and mechanisms that differ from

the technological regimes working on the market for generic data, since the competitive

framework there in place. However, this line of reasoning is not fully satisfactory to under-

stand the mechanisms at work in our model. To begin with, Fig. 5 and Fig. 6 represent the

patterns of labour productivity, data productivity and data quality. Fig. 5 (Panel A) shows

a similar increasing pattern for labour and data productivity, on average. Conversely, the

upward trend followed by average quality is of a greater magnitude than the former. This

feature recalls the old Schumpeterian argument: it is plausible to believe that the competi-

tive environment in the market for generic data does not provide enough funds to firms for

innovative search and the introduction of process innovations; the monopolistic setting in

the market for specialised data allows, by contrast, for an active innovative undertake.

Panel B in Fig. 5 is about the coefficients of variation in productivity and quality. For what

concerns to data and labour productivity, coefficients converge to a value close to 0.3, in-

dicating a little variation around the average. Then, firms are not very different in their

productivity levels. In contrast, the coefficient of variation is increasing towards a value

around 2 when we consider quality. The monopolistic structure in the market for spe-

cialised data envisages a situation in which the monopolist keeps increasing the quality

of its data through product innovations, while all the other firms do not innovate at all and

their quality standards are low and not much greater than what set at 𝑡 = 0. Therefore, the

deviation around the (low) simple mean is very large and explains why the coefficient of

variation is above 1.

We introduce a specific statistics, 𝐴𝐵𝑄, that measures how different is the growth of three
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technological components: labour productivity, data productivity and quality. Denoting

with 𝜎2
�̄�

, 𝜎2
�̄�

, and 𝜎2
�̄� the variances of the corresponding growth rates from a common aver-

age, the index is computed as:

𝐴𝐵𝑄 =

√︄
𝜎2
�̄�
+ 𝜎2

�̄�
+ 𝜎2

�̄�

3
(42)

The pattern in Fig. 5 (Panel B) gravitates around zero, and this behaviour means that the

economy does not focus on particular differences in the technological trajectories followed

by labour productivity, data productivity or quality. All of them grow roughly at the same

average rate. The dynamics in terms of productivity and quality, on the one hand, and the

market structures, on the other hand, question the theory put forth by Malerba and Ors-

enigo (1996b). If we considered the market for generic data and the market for AI systems,

and if we accepted their argument, we should believe that differences in the market struc-

ture are attributable to different technological regimes. But this is not the case: both markets

share the same technology-related factors since firms get selected by corresponding labour

and data productivity, i.e., by their ability to introduce process innovations. At the same

time, we cannot believe that technological imperatives are enough to experience divergent

industrial dynamics on the two submarkets for data. Both 𝑚𝑔 and 𝑚𝑠 deal with the same

kind of product, and both quality and productivity grow at the same average rate, as re-

vealed by 𝐴𝐵𝑄. Although we need technical change for these diverse industrial structures

to emerge, differences in the characteristics of these technological patterns, or the absence

thereof, does not appear to be their main driving force. Though we need productivity gains

to produce any industrial dynamics, its actual unfolding is not the outcome of a specific

and peculiar technological trajectory, but it results from the interplay of the very technolog-

ical factors with the availability of inputs in the form of labour and AI, on the one hand,

and demand factors such as the market size, consumers preferences, and the government

expenditures on the other.

To support this claim, we present in Tab. 3 to Tab. 5 the results of a battery of experiments

in which we stress the influence of the sole technological factors on the overall behaviour

of the model. The parameter 𝜀 is the exponent in the probability to innovate that we have

already described in Eq. (17); Θ 𝑗 are instead the standard deviations of the normal distribu-

tion that governs 𝜆 �̃�, 𝜆𝐵 and 𝜆𝑞 . While the first parameter appears to control the frequency

of appearance of technological changes, increasing the probability to innovate, the second,

in turn, influence the amplitude of technological changes, when they occur.

Concerning the changes in 𝜀, the higher its value, the higher the average levels of produc-

tivity (for both data and labour) and quality. Yet, this parameter does not alter the overall

industrial structure: the market for generic data is always highly competitive, while the
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Figure 5. Baseline setting: technological indicators

Figure 6. Baseline setting: patterns in productivity and quality

Note: gray lines represent Monte Carlo replications for the average variable; black lines are the average time series
across Monte Carlo runs.
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Index 𝜀 = 0 𝜀 = 0.3 𝜀 = 0.5 𝜀 = 0.7 𝜀 = 1

�̄� 1.000 1.488 1.778 1.953 2.374
�̄� 1.000 1.581 1.867 2.055 2.574
𝑞 0.500 3.727 5.638 6.858 9.487
𝐴𝐵𝑄 0.000 4.4X10−4 4.7X10−4 5X10−4 5.7X10−4

�̄�𝑚𝑔 0.020 0.066 0.103 0.128 0.178
�̄�𝑚𝑠 0.020 0.874 0.935 0.949 0.938
�̄�𝑚𝐴𝐼 0.020 0.686 0.777 0.766 0.765
�̄�𝐼 𝐻 0.584 0.235 0.178 0.153 0.133
¯𝑟𝑑𝐼 𝐻 1.881 0.317 0.237 0.211 0.186
𝑌 𝑎
𝐼𝐻

2.908 1.106 1.074 1.069 1.065
𝐴𝐷 𝐼 𝐻 2.909 2.757 2.732 2.767 2.666
𝑙𝑎𝑏

𝑚𝑔

𝑠ℎ𝑜𝑟𝑡
1.1X10−3 1X10−3 1X10−3 9.9X10−4 9.9X10−4

𝑙𝑎𝑏
𝑚𝑠

𝑠ℎ𝑜𝑟𝑡
5.6X10−4 0.463 0.473 0.291 0.572

𝐴𝑐𝑣 0.000 0.164 0.212 0.237 0.297
𝐵𝑐𝑣 0.000 0.176 0.222 0.253 0.316
𝑞𝑐𝑣 0.000 0.827 1.121 1.280 1.518
𝑝
𝑚𝑔

𝑐𝑣 0.000 0.097 0.134 0.158 0.200
𝑝
𝑚𝑠
𝑐𝑣 0.000 0.201 0.227 0.227 0.276
𝑝
𝑚𝐴𝐼
𝑐𝑣 0.000 0.122 0.092 0.079 0.072
𝜇
𝑚𝑔

𝑐𝑣 0.000 0.450 0.465 0.459 0.478
𝜇
𝑚𝑠
𝑐𝑣 0.000 0.749 0.768 0.777 0.757
𝜇
𝑚𝐴𝐼
𝑐𝑣 0.000 0.654 0.580 0.527 0.543

Note: baseline scenario in red; black numbers are statistically different at
5% from the corresponding baseline.

Table 3. Experiment on 𝜀

market for specialised data reaches a monopolistic setting that switches to leap-frogging

when we consider the market for AI systems. Obviously, when 𝜀 equals zero, the model

does not exhibit any dynamics. In doing so, we basically rule out the possibility to have

any innovation in the system.

Similar patterns are confirmed when looking at the indicators after a change in Θ 𝑗 . In-

creasing its value raises labour and data productivity on average, and since the average

market share sways around 0.4, a form of oligopolistic competition survives in the market

for generic data. Finally, it is important to note that our measure 𝐴𝐵𝑄 remains very low,

suggesting that, regardless of the value assumed by Θ 𝑗 , quality, labour and data productiv-

ity keep on growing at the same average rate.

Once we ascertained that strictly technology-related factors are combined with different

industrial dynamics, the following sets of experiments try to single out further determi-

nants that might lead to each market-specific patterns. These experiments concern to the

elasticity of competitiveness with respect to the demand for and the quality of data, on the

one hand, and to the role of the public sector and the elasticity of labour supply, on the other

hand.
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Index Θ𝐴,𝐵 = 0 Θ𝐴,𝐵 = 0.1 Θ𝐴,𝐵 = 0.5 Θ𝐴,𝐵 = 0.7 Θ𝐴,𝐵 = 1

�̄� 1.000 2.182 6.774 9.851 13.028
�̄� 1.000 2.430 7.300 9.765 14.758
𝑞 9.931 9.801 8.460 8.718 7.862
𝐴𝐵𝑄 3.6X10−4 5.5X10−4 7X10−4 6.8X10−4 6.8X10−4

�̄�𝑚𝑔 0.020 0.171 0.423 0.453 0.395
�̄�𝑚𝑠 0.942 0.949 0.951 0.953 0.973
�̄�𝑚𝐴𝐼 0.020 0.783 0.924 0.919 0.918
�̄�𝐼 𝐻 0.419 0.131 0.056 0.053 0.057
¯𝑟𝑑𝐼 𝐻 1.009 0.187 0.094 0.091 0.096
𝑌 𝑎
𝐼𝐻

1.910 1.065 1.039 1.037 1.037
𝐴𝐷 𝐼 𝐻 2.849 2.739 2.425 2.377 2.257
𝑙𝑎𝑏

𝑚𝑔

𝑠ℎ𝑜𝑟𝑡
1.1X10−3 9.9X10−4 9.5X10−4 9.3X10−4 9.2X10−4

𝑙𝑎𝑏
𝑚𝑠

𝑠ℎ𝑜𝑟𝑡
7.1X10−3 0.110 0.079 0.495 0.248

𝐴𝑐𝑣 0.000 0.264 0.630 0.736 0.723
𝐵𝑐𝑣 0.000 0.284 0.665 0.704 0.778
𝑞𝑐𝑣 1.532 1.540 1.435 1.467 1.359
𝑝
𝑚𝑔

𝑐𝑣 0.000 0.179 0.360 0.408 0.494
𝑝
𝑚𝑠
𝑐𝑣 0.087 0.228 0.386 0.428 0.509
𝑝
𝑚𝐴𝐼
𝑐𝑣 2.5E-08 7.5E-02 3.5E-02 2.7E-02 2.7E-02
𝜇
𝑚𝑔

𝑐𝑣 0.000 0.483 0.534 0.542 0.488
𝜇
𝑚𝑠
𝑐𝑣 0.816 0.782 0.794 0.729 0.750
𝜇
𝑚𝐴𝐼
𝑐𝑣 0.000 0.556 0.432 0.411 0.354

Note: baseline scenario in red; black numbers are statistically different at 5%
from the corresponding baseline.

Table 4. Experiment on Θ𝐴,𝐵

Index Θ𝑞 = 0 Θ𝑞 = 0.1 Θ𝑞 = 0.5 Θ𝑞 = 0.7 Θ𝑞 = 1

�̄� 2.230 2.294 2.326 2.269 2.375
�̄� 2.448 2.434 2.511 2.418 2.575
𝑞 0.500 1.395 4.778 6.981 9.488
𝐴𝐵𝑄 2.4X10−4 4.5X10−4 5.3X10−4 5.2X10−4 5.7X10−4

�̄�𝑚𝑔 0.178 0.196 0.175 0.164 0.178
�̄�𝑚𝑠 0.179 0.766 0.942 0.944 0.939
�̄�𝑚𝐴𝐼 0.832 0.811 0.773 0.806 0.765
�̄�𝐼 𝐻 0.189 0.112 0.134 0.132 0.133
¯𝑟𝑑𝐼 𝐻 0.278 0.232 0.193 0.188 0.187
𝑌 𝑎
𝐼𝐻

1.984 1.136 1.072 1.064 1.065
𝐴𝐷 𝐼 𝐻 2.904 2.843 2.654 2.783 2.666
𝑙𝑎𝑏

𝑚𝑔

𝑠ℎ𝑜𝑟𝑡
9.7X10−4 9.8X10−4 9.9X10−4 9.9X10−4 9.9X10−4

𝑙𝑎𝑏
𝑚𝑠

𝑠ℎ𝑜𝑟𝑡
6.4X10−4 0.402 1.379 0.208 0.574

𝐴𝑐𝑣 0.267 0.281 0.273 0.270 0.297
𝐵𝑐𝑣 0.291 0.294 0.297 0.279 0.316
𝑞𝑐𝑣 0.000 0.299 0.974 1.260 1.518
𝑝
𝑚𝑔

𝑐𝑣 0.182 0.182 0.193 0.185 0.200
𝑝
𝑚𝑠
𝑐𝑣 0.182 0.225 0.281 0.228 0.276
𝑝
𝑚𝐴𝐼
𝑐𝑣 0.059 0.065 0.080 0.073 0.072
𝜇
𝑚𝑔

𝑐𝑣 0.468 0.484 0.475 0.468 0.478
𝜇
𝑚𝑠
𝑐𝑣 0.467 0.700 0.728 0.792 0.757
𝜇
𝑚𝐴𝐼
𝑐𝑣 0.490 0.475 0.545 0.532 0.543

Note: baseline scenario in red; black numbers are statistically different at
5% from the corresponding baseline.

Table 5. Experiment on Θ𝑞
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5.2 On the effect of demand elasticities

The first set of exercises focuses on the components of firm fitness in the market for data

(i.e. the sensitivity of firms’ demand), as described in Eq. (13) and Eq. (14). We test a range

of values for the parameters 𝑒1 and 𝑒2. The former represents the elasticity of fitness to

unsatisfied demand; the latter assesses the role of quality in the fitness ranking of firms.

5.2.1 On the influence of unsatisfied demand

Tab. 6 displays the results on the main statistics of interest for different values of 𝑒1 com-

bined with government policy of accommodating (𝛽0 = 1), or counteracting (𝛽0 = 0) firms’

investment decisions. When the public sector accommodates firms willingness, we observe

that increasing 𝑒1 does not drastically change the overall picture of the economy with re-

spect to the baseline configuration. Concerning the effect on the industrial dynamics, the

competitive environment and the monopolistic structure still characterize the market for

generic and specialized data, respectively. Conversely, a closer inspection of the case in

which 𝑒1 = 0.3 reveals that the market structure switches from the leap-frogging that was

characterizing the benchmark configuration to permanent monopoly of the same firm after

𝑡 = 1250. Furthermore, when the government counteracts entrepreneurial policies on spon-

sorship, the threat of labour shortage in the market for specialized data is relieved.

When we deal with the effects on technological trajectories, it is important to note, first, that

interesting results emerge with a counteracting policy by the government. The index that

measures the technological trajectory of the economy, 𝐴𝐵𝑄, is often statistically significant

from the benchmark average. However, and overlooking the very tiny absolute values,

there is not a clear and linear pattern. Moreover, if the elasticity to unfulfilled demand did

not significantly affect the average quality of data traded in the market when 𝛽 = 1, in the

present setting 𝑒1 influences its pattern in a non-linear way and, when significant, values

different from the benchmark lead to a decline in average quality. This outcome is due to

the fact that a greater amount of demand comes out of the market for generic data and

out of the market for AI systems. Therefore, an enhanced percentage of profits and R&D

investments will be diverted from product innovations (affecting quality) towards process

innovation (affecting data and labour productivity), therefore lowering the average quality.

The diminished quality level subsequently reduces the variation across quality and prices

for specialized data.21

21We should spend a few words on average labour productivity: the significant decrease corresponding to 𝑒1 = 0.3
is correlated to the monopolistic structure envisaged in the market for AI systems. A reduced amount of revenues
to invest in R&D resulted in no process innovations from the laggards, strengthening the monopolistic leader on
the one hand, but diminishing the occurrence of innovation on the other.



5.2 On the effect of demand elasticities 34

Index 𝛽0 = 0 𝛽0 = 1

𝑒1 = 0.3 𝑒1 = 0.5 𝑒1 = 0.7 𝑒1 = 0.9 𝑒1 = 1 𝑒1 = 0.3 𝑒1 = 0.5 𝑒1 = 0.7 𝑒1 = 0.9 𝑒1 = 1

�̄� 2.292 2.257 2.306 2.311 2.313 2.120 2.259 2.289 2.352 2.274
�̄� 2.443 2.347 2.523 2.470 2.519 2.396 2.414 2.498 2.430 2.369
𝑞 8.406 8.597 9.854 8.596 9.863 9.505 9.827 9.440 9.389 9.795
𝐴𝐵𝑄 5.4X10−4 5.3X10−4 5.3X10−4 5.3X10−4 5.2X10−4 5.9X10−4 5.6X10−4 5.3X10−4 5.8X10−4 5.4210−4

�̄�𝑚𝑔 0.156 0.178 0.150 0.178 0.199 0.159 0.170 0.155 0.164 0.170
�̄�𝑚𝑠 0.939 0.940 0.957 0.940 0.949 0.947 0.953 0.956 0.945 0.957
�̄�𝑚𝐴𝐼 0.784 0.806 0.801 0.790 0.797 0.828 0.793 0.798 0.818 0.796
�̄�𝐼 𝐻 0.137 0.124 0.137 0.138 0.133 0.125 0.125 0.139 0.142 0.133
¯𝑟𝑑𝐼 𝐻 0.192 0.177 0.189 0.188 0.184 0.175 0.182 0.194 0.191 0.184
𝑌 𝑎
𝐼𝐻

1.063 1.059 1.063 1.060 1.059 1.055 1.062 1.063 1.058 1.058
𝐴𝐷 𝐼 𝐻 2.815 2.790 2.709 2.748 2.733 2.731 2.722 2.744 2.716 2.739
𝑙𝑎𝑏

𝑚𝑔

𝑠ℎ𝑜𝑟𝑡
2X10−3 1.4X10−3 1.3X10−3 1.3X10−3 1.9X10−3 10−3 10−3 10−3 10−3 10−3

𝑙𝑎𝑏
𝑚𝑠

𝑠ℎ𝑜𝑟𝑡
4X10−4 5X10−4 5X10−4 5X10−4 5X10−4 1.490 0.877 0.319 0.387 0.479

𝐴𝑐𝑣 0.291 0.260 0.292 0.272 0.257 0.256 0.273 0.276 0.289 0.271
𝐵𝑐𝑣 0.298 0.273 0.302 0.297 0.279 0.293 0.290 0.295 0.285 0.290
𝑞𝑐𝑣 1.415 1.443 1.555 1.424 1.570 1.526 1.576 1.550 1.536 1.555
𝑝
𝑚𝑔

𝑐𝑣 0.187 0.174 0.198 0.185 0.181 0.177 0.183 0.193 0.180 0.185
𝑝
𝑚𝑠
𝑐𝑣 0.220 0.207 0.241 0.225 0.217 0.240 0.256 0.253 0.235 0.246
𝑝
𝑚𝐴𝐼
𝑐𝑣 0.070 0.058 0.074 0.067 0.068 0.059 0.065 0.081 0.076 0.067
𝜇
𝑚𝑔

𝑐𝑣 0.489 0.473 0.450 0.488 0.460 0.480 0.479 0.462 0.495 0.473
𝜇
𝑚𝑠
𝑐𝑣 0.726 0.725 0.786 0.778 0.774 0.755 0.749 0.784 0.786 0.763
𝜇
𝑚𝐴𝐼
𝑐𝑣 0.546 0.480 0.548 0.578 0.533 0.545 0.559 0.545 0.522 0.551

Note: baseline scenario in red; black numbers are statistically different at 5% from the corresponding baseline.

Table 6. Experiment on 𝑒1

5.2.2 On the influence of the quality of data

Tab. 7 refers to the results after a change in 𝑒2. With regards to the industrial dynamics,

the higher 𝑒2, the higher the tendency to reach a concentrated structure in the market for

specialised data. At the same time, for values of 𝑒2 below 0.3, this market structure switches

towards a leap-frogging dynamics in which no firm manages to remain in a monopoly po-

sition. It is, however, important to note a difference depending on the government policy:

when 𝛽0 = 1, we observed a leap-frogging dynamics with ongoing monopolistic waves.

In contrast, when 𝛽0 turns to 0, leap-frogging is substituted by a duopolistic structure in

which the two best-quality firms share the market after a period of intense competition. In-

terestingly, these two winners do not sell data of the same quality, but one provides strictly

better data. When the elasticity under analysis is lower than unity and hence not large

enough, the best firm does not manage to claim all the market for specialised data. The

rise to duopoly explains also the increased value assumed by the inverse Herfindahl index

for profits, R&D, revenues and demand with low values of 𝑒2. The disappearance of pure

and frozen monopolistic structures in every market raises the average number of sources

of funds. When analyzing the availability of scientists, we find that labour shortage may

occur in the market for specialized data only and as long as the public sectory accommo-

dates entrepreneurial policy. Moreover, we find a negative relationship between 𝑒2 and the

supply of labour.22

22The survival of some form of competition through innovation in every market explains the increase in the inverse
Herfindahl index referring to aggregate demand, revenues and R&D. At the same time, the lower the elasticity
with respect to quality, the lower the variation in the price and mark-up applied to specialised data, when signif-
icantly different to the benchmark.
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Index 𝛽0 = 0 𝛽0 = 1

𝑒2 = 0.3 𝑒2 = 0.5 𝑒2 = 0.7 𝑒2 = 0.9 𝑒2 = 1 𝑒2 = 0.3 𝑒2 = 0.5 𝑒2 = 0.7 𝑒2 = 0.9 𝑒2 = 1

�̄� 2.271 2.239 2.280 2.389 2.373 2.368 2.281 2.274 2.264 2.249
�̄� 2.546 2.480 2.410 2.514 2.578 2.456 2.409 2.512 2.483 2.444
𝑞 7.856 8.410 9.476 8.836 8.982 7.938 8.713 9.464 9.973 9.090
𝐴𝐵𝑄 8.2X10−4 5.8X10−4 5.7X10−4 5.4X10−4 5.6X10−4 9.2X10−4 6.9X10−4 5.8X10−4 6.1X10−4 5.6X10−4

�̄�𝑚𝑔 0.184 0.178 0.184 0.175 0.178 0.176 0.161 0.202 0.157 0.173
�̄�𝑚𝑠 0.659 0.828 0.867 0.917 0.926 0.670 0.776 0.938 0.930 0.943
�̄�𝑚𝐴𝐼 0.767 0.794 0.801 0.787 0.770 0.769 0.797 0.812 0.799 0.808
�̄�𝐼 𝐻 0.108 0.131 0.129 0.134 0.133 0.126 0.125 0.122 0.125 0.131
¯𝑟𝑑𝐼 𝐻 0.211 0.192 0.182 0.190 0.186 0.230 0.189 0.179 0.182 0.182
𝑌 𝑎
𝐼𝐻

1.118 1.073 1.064 1.067 1.064 1.120 1.075 1.066 1.065 1.060
𝐴𝐷 𝐼 𝐻 2.858 2.862 2.793 2.814 2.717 2.827 2.775 2.747 2.720 2.680
𝑙𝑎𝑏

𝑚𝑔

𝑠ℎ𝑜𝑟𝑡
1.9X10−3 4.5X10−3 1.8X10−3 1.5X10−3 1.2X10−3 9.8X10−4 9.8X10−4 9.9X10−4 9.9X10−4 9.9X10−4

𝑙𝑎𝑏
𝑚𝑠

𝑠ℎ𝑜𝑟𝑡
3.83X10−4 4X10−4 4.2X10−4 4.3X10−4 4.6X10−4 2.993 1.257 0.189 0.378 0.888

𝐴𝑐𝑣 0.282 0.264 0.276 0.299 0.296 0.276 0.280 0.265 0.268 0.273
𝐵𝑐𝑣 0.313 0.303 0.289 0.303 0.316 0.283 0.294 0.292 0.290 0.303
𝑞𝑐𝑣 1.515 1.430 1.562 1.468 1.460 1.662 1.555 1.555 1.617 1.506
𝑝
𝑚𝑔

𝑐𝑣 0.193 0.191 0.187 0.193 0.199 0.180 0.187 0.189 0.182 0.189
𝑝
𝑚𝑠
𝑐𝑣 0.220 0.218 0.216 0.223 0.242 0.239 0.274 0.230 0.254 0.296
𝑝
𝑚𝐴𝐼
𝑐𝑣 0.078 0.068 0.076 0.068 0.072 0.083 0.076 0.068 0.071 0.071
𝜇
𝑚𝑔

𝑐𝑣 0.470 0.470 0.469 0.456 0.486 0.472 0.470 0.490 0.489 0.492
𝜇
𝑚𝑠
𝑐𝑣 0.616 0.633 0.708 0.744 0.755 0.536 0.612 0.744 0.745 0.726
𝜇
𝑚𝐴𝐼
𝑐𝑣 0.552 0.553 0.556 0.538 0.532 0.525 0.562 0.525 0.514 0.493

Note: baseline scenario in red; black numbers are statistically different at 5% from the corresponding baseline.

Table 7. Experiment on 𝑒2

On the technological side, we do not find any noticeable variation in labour productivity,

data productivity and quality. The influence of 𝑒2 on the technological trajectory is circum-

scribed to 𝛽0 = 1, in which higher values of this elasticity are associated with lower value of

𝐴𝐵𝑄.

5.3 On the influence of the Public Sector

The second battery of experiments concerns to the role of the government. We focus, first,

on the growth rate of public spending, 𝑔𝑃𝑆 , that applies both to the purchase of data and

to the training of scientists. In a second exercise, we focus on 𝑘 , the elasticity that links the

supply of labour with public and private sponsorships as in Eq. (34). Results are in Tab. 8

and Tab. 9. In Fig. 7 and Fig. 8 we combine different values for both 𝑔𝑃𝑆 and 𝑘 .

5.3.1 On the effect of public spending

As usual, we begin to elaborate on the industrial dynamics as in Tab. 8. The government

affects the market structure by reinforcing tendencies already in place. On the one hand,

albeit concentration increases with higher growth rates 𝑔𝑃𝑆 , competition among a narrow

set of oligopolists is preserved in the market for generic data. On the other hand, the mo-

nopolistic structure is positively related with the rate 𝑔𝑃𝑆 . Conversely, we find that higher

growth in public spending is associated with a lower average share in the market for AI

systems when 𝛽0 = 0, although we argue that this pattern is neither clear nor enough to

alter the overall leap-frogging dynamics. The second feature we underline is about labour

shortage: increasing the growth of public spending in the training of scientists obviously
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Index 𝛽0 = 0 𝛽0 = 1

𝑔𝑃𝑆 = 0.005 𝑔𝑃𝑆 = 0.01 𝑔𝑃𝑆 = 0.015 𝑔𝑃𝑆 = 0.02 𝑔𝑃𝑆 = 0.005 𝑔𝑃𝑆 = 0.01 𝑔𝑃𝑆 = 0.015 𝑔𝑃𝑆 = 0.02

�̄� 2.332 2.674 3.570 4.303 2.374 2.858 3.539 4.344
�̄� 2.442 2.860 3.735 4.452 2.574 3.007 3.742 4.469
𝑞 9.445 12.910 18.851 23.340 9.487 13.173 18.272 24.154
𝐴𝐵𝑄 5.4X10−4 6.4X10−4 7X10−4 7.2X10−4 5.7X10−4 6.3X10−4 6.9X10−4 7.3X10−4

�̄�𝑚𝑔 0.165 0.225 0.252 0.292 0.178 0.225 0.248 0.276
�̄�𝑚𝑠 0.944 0.965 0.977 0.978 0.938 0.957 0.971 0.975
�̄�𝑀𝐴𝐼 0.792 0.791 0.749 0.720 0.765 0.784 0.753 0.727
�̄�𝐼 𝐻 0.137 0.139 0.130 0.149 0.133 0.138 0.144 0.151
¯𝑟𝑑𝐼 𝐻 0.192 0.191 0.186 0.200 0.186 0.193 0.198 0.204
𝑌 𝑎
𝐼𝐻

1.064 1.064 1.066 1.069 1.065 1.066 1.069 1.070
𝐴𝐷 𝐼 𝐻 2.792 2.703 2.704 2.654 2.666 2.734 2.665 2.643
𝑙𝑎𝑏

𝑚𝑔

𝑠ℎ𝑜𝑟𝑡
1.4X10−3 1.1X10−3 1.2X10−3 1.2X10−3 10−3 9.2X10−4 9.3X10−4 9.4X10−4

𝑙𝑎𝑏
𝑚𝑠

𝑠ℎ𝑜𝑟𝑡
4.3X10−4 4X10−4 4X10−4 4.1X10−4 0.572 0.048 5X10−4 5.8X10−4

�̃�𝑐𝑣 0.287 0.304 0.401 0.414 0.297 0.333 0.374 0.427
𝐵𝑐𝑣 0.290 0.321 0.415 0.410 0.316 0.336 0.396 0.432
𝑞𝑐𝑣 1.499 1.824 2.373 2.616 1.518 1.897 2.242 2.633
𝑝
𝑚𝑔

𝑐𝑣 0.194 0.203 0.256 0.279 0.200 0.219 0.260 0.300
𝑝
𝑚𝑠
𝑐𝑣 0.223 0.239 0.281 0.294 0.276 0.247 0.292 0.322
𝑝
𝑀𝐴𝐼
𝑐𝑣 0.086 0.073 0.080 0.076 0.072 0.082 0.075 0.081
𝜇
𝑚𝑔

𝑐𝑣 0.484 0.494 0.484 0.445 0.478 0.483 0.498 0.460
𝜇
𝑚𝑠
𝑐𝑣 0.751 0.793 0.797 0.816 0.757 0.770 0.839 0.810
𝜇
𝑀𝐴𝐼
𝑐𝑣 0.556 0.586 0.593 0.603 0.543 0.558 0.551 0.568

Note: baseline scenario in red; black numbers are statistically different at 5% from the corresponding baseline.

Table 8. Experiment on 𝑔𝑃𝑆

relaxes the labour constraint and the economy works with no shortage of input.23

The most important outcome from this exercise involves technology-related factors. The

greater the average labour and data productivity, and the average quality with respect to

the baseline scenario. When the growth rate switches from the initial 0.5%, average pro-

ductivity and quality raise from 2.4 and 9.5 on average to 4.4 and 24, respectively. The

relationship is always positive and statistically significant, with the exception of labour pro-

ductivity and quality when we compare the benchmark to the couple {𝑔𝑃𝑆 = 0.005; 𝛽0 = 0}.

In addition to this, results point to an increase in the variation of both productivity and qual-

ity indexes, possibly associated with a market structure that presents a reinforcing pattern

toward concentration. In this respect, the only differences between the scenario in which

the government accommodates and the one in which it contrasts are the average values

assumed by quality, labour and data productivity. Even if the pattern is the same, these

values look slightly lower in the latter case than in the former setting. Finally, a positive

relation between 𝐴𝐵𝑄 and 𝑔𝑃𝑆 seems to exist. Yet, if, from a quantitative point of view, the

components of the technological trajectory start diverging in growth terms, related absolute

values are always that little to be worth of consideration.

5.3.2 On the elasticity of labour supply

This experiment concerns the elasticity of the supply of labour to public and private spon-

sorship (Tab. 9). As discussed for the baseline scenario, there might be episodes of labour

23Though statistically significant from the baseline for most of the cases, we do not find any remarkable pattern for
what concerns to the coefficients of variation in prices and mark-ups after changes to 𝑔𝑃𝑆 .
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shortage in the market for specialised data, albeit the ratio between labour demand and its

supply is below unity on average. To analyse the role of 𝑘 , let us first consider what happens

when we lower its value. For 𝛽0 = 1, a smaller 𝑘 entails a strong shortage of workers both in

the market for generic data and in the market for specialised data. The presence of labour

shortage completely changes the structure in every market. What could be thought of as

an oligopolistic competition in the market for generic data approaches to full competition,

with an average market share fluctuating around 3%. We argue something similar with

respect to the market for specialised data: even if the average share declines from 93% to

32%, a closer inspection of simulations envisages that a leap-frogging dynamics rules in the

short run, leaving the stand to a very aggressive competition in the long period, in which

no firm emerges as winner. Conversely, the AI market reveals an intense leap-frogging in

the first quarter of time simulations, before switching to monopoly in a later phase: all in

all, the average market share looks slightly, but significantly, reduced.24

From what said, we see that a fiercer competitive environment enhances, on average, the

number of markets from which firms draw their resources. In addition to this, besides sig-

nificant improvements in data productivity when 𝑘 = 0.8, the competitive setting in the

market for specialised data is positively correlated with the average quality of data traded.

For what concerns to the coefficients of variation, we find a common pattern for the ag-

gregates of interest. In other terms, switching from 𝑘 = 1 to 𝑘 = 0.8 leads to a statistically

significant increase in the average variation of productivity and prices, for instance, with

respect to the baseline setting. However, this variation experiences a sizeable reduction if

compared to the benchmark when 𝑘 = 0.6. Exceptions are constituted by mark-ups and

by the prices applied to specialised data, whose variation is affected by the initial and sus-

tained leap-frogging market structure.

The outcomes above generally hold from a qualitative perspective when we combine a

counteracting government policy to a reduction in the elasticity 𝑘 . The main difference con-

cerns to average quality, whose magnitude is not statistically significant from the baseline:

the reason lies in the greater deviation from the average among Monte Carlo runs, that

greatly lowers the value of the t-test.25

We leave as last point the analysis of gradual increases from 𝑘 = 1 to 𝑘 = 1.4. The first

consideration is that we do not observe neither straightforward nor statistically significant

differences with respect to the benchmark setting, also when associated with differences in

𝛽0. The main exceptions are an increased coefficient of variation for labour and data pro-

24Figures available upon request.
25Looking at sample simulations, we noticed that in the market for generic data there is a turnover between full

competition and leap-frogging, and full competition again. The point can be related to the fact that whenever
a firm gains a prominent position in the market because of the introduction of a novelty, the problem of labour
shortage does not allow for an ever-lasting monopolistic position in the market. In order to satisfy the demand
for data, that firm must buy from others, thus re-establishing competition.
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Index 𝛽0 = 0 𝛽0 = 1

𝑘 = 0.6 𝑘 = 0.8 𝑘 = 1 𝑘 = 1.2 𝑘 = 1.4 𝑘 = 0.6 𝑘 = 0.8 𝑘 = 1 𝑘 = 1.2 𝑘 = 1.4

�̄� 2.243 2.358 2.257 2.274 2.317 2.344 2.384 2.311 2.362 2.471
�̄� 2.230 2.462 2.347 2.586 2.576 2.415 2.526 2.425 2.576 2.494
𝑞 9.026 8.833 8.597 9.718 9.377 10.256 9.163 9.113 8.509 9.079
𝐴𝐵𝑄 8.8X10−4 6.5X10−4 5.3X10−4 5.4X10−4 5.4X10−4 7.3X10−4 7.4X10−4 5.3X10−4 5.2X10−4 5.4X10−4

�̄�𝑚𝑔 0.024 0.115 0.178 0.155 0.202 0.031 0.171 0.165 0.181 0.186
�̄�𝑚𝑠 0.380 0.954 0.940 0.944 0.953 0.323 0.882 0.934 0.945 0.949
�̄�𝑀𝐴𝐼 0.571 0.805 0.806 0.765 0.787 0.700 0.784 0.798 0.772 0.795
�̄�𝐼 𝐻 0.896 0.352 0.124 0.135 0.134 0.862 0.255 0.127 0.126 0.130
¯𝑟𝑑𝐼 𝐻 1.024 0.403 0.177 0.191 0.189 1.093 0.314 0.183 0.182 0.185
𝑌 𝑎
𝐼𝐻

1.266 1.062 1.059 1.064 1.066 1.370 1.064 1.063 1.065 1.063
𝐴𝐷 𝐼 𝐻 1.658 2.111 2.790 2.784 2.746 1.837 2.192 2.772 2.765 2.786
𝑙𝑎𝑏

𝑚𝑔

𝑠ℎ𝑜𝑟𝑡
15.254 11.422 1.4X10−3 3.2X10−4 1.1X10−4 25.617 10.531 9.9X10−4 2.8X10−4 9X10−5

𝑙𝑎𝑏
𝑚𝑠

𝑠ℎ𝑜𝑟𝑡
1968.797 3.028 4X10−4.5X10−4 1.6X10−4 6X10−5 762.404 11.774 7.7X10−3 0.129 5.3X10−2

�̃�𝑐𝑣 0.227 0.278 0.260 0.277 0.271 0.205 0.300 0.267 0.289 0.294
𝐵𝑐𝑣 0.229 0.293 0.273 0.316 0.301 0.225 0.323 0.281 0.312 0.298
𝑞𝑐𝑣 1.019 1.538 1.443 1.540 1.480 0.852 1.597 1.490 1.449 1.467
𝑝
𝑚𝑔

𝑐𝑣 0.047 0.240 0.174 0.194 0.189 0.093 0.330 0.186 0.193 0.189
𝑝
𝑚𝑠
𝑐𝑣 0.921 0.754 0.207 0.224 0.224 0.792 1.139 0.219 0.227 0.218
𝑝
𝑀𝐴𝐼
𝑐𝑣 0.101 0.072 0.058 0.085 0.073 0.070 0.057 0.065 0.083 0.069
𝜇
𝑚𝑔

𝑐𝑣 0.670 0.498 0.473 0.469 0.455 0.757 0.521 0.465 0.483 0.469
𝜇
𝑚𝑠
𝑐𝑣 0.827 0.716 0.725 0.797 0.776 0.798 0.641 0.784 0.747 0.764
𝜇
𝑀𝐴𝐼
𝑐𝑣 0.629 0.531 0.480 0.601 0.556 0.582 0.537 0.490 0.585 0.545

Note: baseline scenario in red; black numbers are statistically different at 5% from the corresponding baseline.

Table 9. Experiment on 𝑘

ductivity when 𝛽0 = 1, and a rise in average data productivity when 𝑘 = 1.2 and 𝛽0 = 0.

To conclude, this exercise does not offer particular insights on technological factors if not

with reference to specific combinations of parameters. Yet, we suggest a negative, though

uncertain, relationship between the elasticity 𝑘 and 𝐴𝐵𝑄. The greater the former, the lower

the latter, whilst we shall remark once more that average values remain very small in abso-

lute terms.

To deepen the analysis and somehow recap last two experiments, we have also per-

formed a further exercise with combinations of several values for 𝑔𝑃𝑆 and 𝑘 while leaving

𝛽0 = 1. Fig. 7 presents the patterns followed by the Herfindahl index in firms market shares.

Concerning the market for generic data, different combinations of 𝑔𝑃𝑆 and 𝑘 let the average

share follow a hump-shaped pattern. Although competition is always a robust feature of

this sub-market, the environment seems more concentrated when the growth rate in public

spending is in between 0.01 and 0.015, and the elasticity 𝑘 is slightly larger than unity. Con-

versely, the lower 𝑘 , the fiercer the competition and the lower the Herfindahl index. When

we analyse the market for specialized data, we notice the public spending is able only to

strengthen the ongoing decrease in the elasticity 𝑘 . The impelling labour shortage enables

the economy to re-allocate demand among a large number of firms. Conversely, the mar-

ket for AI technologies involves a tent shape which does not alter the overall leap-frogging

dynamics. From a quantitative point of view, higher value of 𝑘 are associated with a higher

weighted average market share. On the other hand, a hump-shaped relationship links the

same average share to the growth rate in public spending.

Focusing on the technological indicators, Fig. 8 represents the patterns about labour pro-
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Note: pictures concern to the Herfindhal index of the shares in the market for generic data (left), specialized data
(centre) and AI market (right); experiments consider 𝛽0 = 1.

Figure 7. Experiment on 𝑔𝑃𝑆 : market shares

ductivity, data productivity, quality and 𝐴𝐵𝑄. In this context, the government expenditure

matters more: the higher 𝑔𝑃𝑆 , the higher all the statistics represented in the chart. The

elasticity 𝑘 exerts a noticeable influence only when the corresponding value approaches to

unity. In contrast, 𝑘 has a clear quantitative effect on 𝐴𝐵𝑄. Precisely, a negative relationship

exists between these two variables of interest.

From what said, the growth rate in public expenditure and the elasticity of labour supply

to public and private investments affect the system through different channels when jointly

assessed. On the one hand, the elasticity 𝑘 impacts on the market structure and the lower its

value, the stronger the competitive pressure. On the other hand, the growth rate in public

spending is positively associated with a better performance in terms of productivity and

data quality.

6 Conclusions

The dramatic increase in the collection and production of data along with the sizable im-

provements in AI-based technologies raised questions on whether we are at the dawn of a

new industrial revolution in which digital technologies are at the helm. As suggested both

by academic scholars and economic press, Artificial Intelligence is data-hungry, and wher-

ever there is AI, there are data, and perhaps vice-versa. This (over?) abundance of data

unveils new market opportunities where the collection, treatment and storage of data are

only few examples of future data-fuelled business models (Vannuccini and Prytkova, 2021).

In this paper we focused on this fuel of AI and analyzed in which way the nature of data and

AI technologies, both in terms of inputs and outputs, mutually influence the correspond-

ing technological trajectories and what are the selection mechanisms at work. Inspired by

the Schumpeterian and evolutionary wisdom, we have devised an agent-based simulation

model in which firms compete on several markets by producing and selling data. Moreover,

they undertake innovative search to ameliorate the Artificial Intelligence capacity, which



40

Note: graphics refer to labour productivity (top left), data productivity (top right), data quality (bottom left) and
𝐴𝐵𝑄 (bottom right); experiments consider 𝛽0 = 1.

Figure 8. Experiment on 𝑔𝑃𝑆 : technological indicators
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is essential to increase both the efficiency in production and the quality of data traded.

The demand-led framework is further augmented by the presence of a public sector with a

twofold objective: on the one hand, it fuels the purchase of data and AI technologies, while

at the same time it grows and trains generations of scientists with the option of accommo-

dating or counteracting entrepreneurial willingness on which kind of scientists to supply.

Among the insights we were able to draw, there is the evidence that, even though the three

markets of interest share a common technological trajectory, the interaction with the pecu-

liarities of each marketplace gives rise to different and precise market structures. This result

somewhat contrasts with the established view according to which industrial dynamics and

patterns of innovative activity can be described by supply-side technology-related factors

(Malerba and Orsenigo, 1996a). Our framework suggests that dynamics might be quite

more complex and related to the interaction with demand components and the availability

of inputs. Indeed, even if data inputs are infinitely reproducible basically at no cost, the

market structure and the thrust of an industry depend also on the availability of secondary

inputs such as labour, in the form of scientists.

Once we ascertained that there are limits to the growth of an industry despite the infinite

reproducibility of the core good involved, a flow of open questions emerges. For exam-

ple, they may re-open debates on the value of labour, whose marginal utility could have

become infinite if we had adopted a neoclassical setting. Or questions related to the value

and the storage of data: even if they are infinitely reproducible, their physical storage raises

concerns on environmental issues such as energy consumption. In this respect, data might

represent the new land as a means of production, with inherent diminishing returns in stor-

age. These and further research questions will beef up our future research on the topic.
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