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Abstract

Motivated by recent evidence pointing at an increasing contribution of asymmetric
shocks across sectors to economic fluctuations, we explore the labor market effects of
technology shocks biased toward the traded sector. Our VAR evidence for seventeen
OECD countries reveals that the non-traded sector alone drives the increase in total
hours worked following a technology shock that increases permanently traded relative
to non-traded TFP. The shock gives rise to a reallocation of labor which contributes
to 35% on average of the rise in non-traded hours worked. Both labor reallocation and
variations in labor income shares are found empirically connected with factor-biased
technological change. Our quantitative analysis shows that a two-sector open econ-
omy model with flexible prices can reproduce the labor market effects we document
empirically once we allow for technological change biased toward labor together with
additional specific elements. When calibrating the model to country-specific data, its
ability to account for the cross-country reallocation and redistributive effects we esti-
mate increases once we let factor-biased technological change vary between sectors and
across countries.
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1 Introduction

The pioneering work of Gali [1999] has sparked a broad literature investigating the labor
market effects of technology shocks.! This literature commonly identifies technology shocks
as shocks that increase permanently aggregate TFP. Because variations in aggregate TFP
can be driven by movements that are both common across sectors and sector-specific, shocks
to aggregate TFP can be broken down into symmetric and asymmetric technology shocks
across sectors. As documented empirically by Foerster et al. [2011], Garin et al. [2018]
on U.S. data, the contribution of asymmetric shocks has increased dramatically during the
great moderation relative to the period before 1984. Despite the growing importance of
asymmetric shocks across sectors for economic fluctuations, a systematic exploration of the

effects of sector-biased technology shocks in open economy is still lacking.

Since exporting firms are far more productive than non-exporting firms, a natural way
to allow for asymmetric technology shifts is to make the distinction between a traded vs.
a non-traded sector. By investigating the labor market effects of a technology shock that
increases permanently traded relative to non-traded TFP, the purpose of this paper is to
address two questions: Is the change in total hours worked uniformly distributed across
sectors and if not which sector benefits from labor reallocation? Does the magnitude of
labor reallocation vary across OECD countries and which factors are responsible for these

international differences?

Answering these questions is important since economic expansions come along with an
acceleration in technological change concentrated in traded industries while a fall in the
relative productivity of tradables accompanies recessions. As is evident in Fig. 1(a), the
cyclical component of real GDP (displayed by the red line) co-moves with the detrended
(logged) ratio of traded to non-traded TFP (displayed by the blue line) for the seventeen
OECD countries of our sample. Because asymmetric variations in sectoral TFPs provide
incentives for labor reallocation, the traded goods-sector share of total hours worked and
the relative productivity of tradables should be negatively correlated as a result of the gross
complementarity between traded and non-traded goods. Such a negative correlation should
materialize only during the great moderation because the contribution of asymmetric shocks
is substantial during this period.? Since three-fourth of our sample consists of European
countries for which the great moderation occurs in the post-1992 period, we choose 1992

as the cutoff year for the whole sample.? In Fig. 1(b), we plot the detrended (logged) ratio

'See Galf and Rabanal [2004], Ramey [2016] for a review of the literature. We provide a short survey of
the literature in the Online Appendix B. While Gali [1999] uses labor productivity, like Chang and Hong
[2006], we measure technological change with TFP.

2Labor reallocation is driven by asymmetric shocks across sectors which are not necessarily technological.
If the contribution of asymmetric technology shocks to economic fluctuations is negligible, cyclical compo-
nents of the labor share and the relative productivity of tradables will be uncorrelated or won’t display the
negative conditional correlation we estimate following asymmetric technology shocks.

3See e.g., Benati [2008] for the U.K. and Gonzélez Cabanillas and Ruscher [2008] for the euro area.
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Figure 1: Relative Productivity of Tradables, Real GDP and Labor Reallocation. Notes: TFP
of tradables, ZtH, and TFP of non-tradables, ng, are the Solow residuals. The labor share of tradables is calculated
as the ratio of hours worked in the traded sector to total hours worked. Detrended relative productivity and real GDP
are calculated as the difference between the logarithm of actual series and the trend of logged time series. The trend
is obtained by applying a Hodrick-Prescott filter with a smoothing parameter of A = 100 (as we use annual data) to
the (logged) time series. Detrended labor share of tradables is computed as the difference between actual time series
for LtH/Lt and the trend of the labor share of tradables, the latter being obtained by applying a Hodrick-Prescott
filter with a smoothing parameter of A = 100. Sample: 17 OECD countries, 1970-2013, annual data.

of traded to non-traded TFP (displayed by the blue line) and the detrended labor share
of tradables (displayed by the black line). The time series appear to be uncorrelated until
1992 while they move in opposite direction after 1992. More specifically, the correlation
between the relative productivity and the labor share of tradables is essentially zero over
1970-1992 and is negative (i.e., at -0.35) in the post-1992 period. Evidence on U.S. data
further corroborates the growing importance of asymmetric shifts in sectoral TFPs during

the great moderation as the correlation between the labor share and relative productivity

of tradables is zero before 1984 and stands at -0.67 from 1984 to 2013.4

By adapting the identification scheme of technology shocks proposed by Gali [1999], we
document a set of VAR evidence which confirms the empirical facts we describe above. Our
estimates reveal that the contribution of identified asymmetric technology shocks across
sectors to the forecast error variance of aggregate TFP growth has increased dramatically
over time and stands at about 40% in the post-1992 period while asymmetric technology
shocks play a negligible role before 1992. When we estimate the effects of technology shocks
biased toward the traded sector, we find that real GDP growth originates from the traded
sector while the non-traded sector alone drives total hours worked growth. Our results
also show that productive resources, especially labor, shift toward non-traded industries.
Labor reallocation contributes to 43% of the rise in non-traded hours worked on impact
and 35% on average (over ten years). To rationalize the labor reallocation effects that we
document empirically, we put forward a two-sector semi-small open economy model with
flexible prices. Likewise Kehoe and Ruhl [2009], we assume that the economy is small in
world capital markets so that the world interest rate is given, but large enough in the world

goods market to influence the relative price of its export good. We find quantitatively that

“In the Online Appendix A, we show additional evidence for four OECD countries, including the U.S.,
as well as for the whole sample when time series are calculated as the working age population weighted sum
of the seventeen OECD countries.



the model can account for the magnitude of the decline in the traded goods-sector share in
total hours worked once it contains a combination of three elements: high substitutability
between home- and foreign-produced traded goods, imperfect mobility of labor and factor-

biased technological change (FBTC henceforth).

These three specific features are necessary to mitigate the labor reallocation movement
caused by the combined effect of financial openness and a low value for the elasticity between
traded and non-traded consumption goods. Intuitively, the biasedness of the technology
shock toward tradables generates an excess supply for traded goods and an excess demand
for non-traded goods. By producing a disproportionate appreciation in the relative price of
non-tradables, the gross complementarity between traded and non-traded goods increases
the share of non-tradables in total expenditure which provides incentives for shifting labor
toward the non-traded sector. Our quantitative analysis reveals that the model considerably
overstates the reallocation of labor across sectors however and thus the decline in the labor
share of tradables. The reason is that we consider an open economy setup where the access

to foreign borrowing significantly biases labor demand toward the non-traded sector.

To mitigate labor reallocation, we first allow for endogenous terms of trade. As a result
of high substitutability between home- and foreign-produced traded goods, the decline in
the relative price of home-produced traded goods caused by the excess supply for traded
goods has a positive impact on hiring by traded firms, thus curbing the decline in the labor
share of tradables. The second key element is imperfect mobility of labor. In line with our
evidence indicating that the labor reallocation process is associated with mobility costs,
we allow for limited substitutability in hours worked across sectors which further hampers
labor reallocation. Even with the two aforementioned ingredients, the model still overstates
the shift of labor toward the non-traded sector and does not replicate well the responses of

sectoral hours worked.

The third and pivotal element is FBTC which is recovered from our estimation of re-
distributive effects. More specifically, our evidence reveals that the labor income share
(LIS henceforth) increases in both sectors which implies that technological change is not
Hicks-neutral but rather biased toward labor. Intuitively, when technological change is
Hicks-neutral, the LIS is a function of the capital-labor ratio only. The gross complemen-
tarity between capital and labor in production found in the data (see e.g., Klump et al.
[2007], Herrendorf et al. [2015], Oberfield and Raval [2014], Chirinko and Mallick [2017])
and corroborated by our own estimates implies that the LIS and the capital-labor ratio move
in the same direction. Because a technology shock biased toward the traded sector drives
capital out of the traded sector while labor is subject to mobility costs, the capital-labor
ratio falls dramatically, thus driving down the traded LIS under the assumption of Hicks-

neutral technological change. Since the non-traded capital-labor ratio is unresponsive to



the shock, this assumption also implies that the non-traded LIS should remain unchanged,
in contradiction with our evidence. To account for the rise in LISs that we estimate em-
pirically, we assume that capital relative to labor efficiency increases which in turn biases
technological change toward labor within each sector.” While the model can account for
the redistributive effects once we allow for FBTC, the differential in FBTC between sectors
increases the performance of the model with imperfect mobility of labor and endogenous

terms of trade in reproducing the labor reallocation effects we document empirically.

To assess quantitatively the contribution of each element of our model to the sectoral
effects we compute numerically, we start with a simplified version of our setup which col-
lapses to the small open model with tradables and non-tradables developed by Ferndndez
de Cérdoba and Kehoe [2000] with no labor mobility costs, and add one ingredient at a
time. While the restricted version of the model generates a decline in the labor share
of tradables which is almost six times larger to what we estimate empirically on impact,
adding labor mobility costs halves the reallocation of labor toward the non-traded sector.
When we allow for imperfect mobility of labor and endogenous terms of trade, the model
performance improves but the fall in the traded goods-sector share of total hours worked is
still 50% larger to what is estimated. Once we allow for technological change biased toward
labor varying across sectors, the fall in the labor share of tradables is further mitigated
and matches the evidence because technological change is more biased toward labor in the
traded than in the non-traded sector which leads traded firms to hire more workers, thus

hampering the shift of labor toward the non-traded sector.

We further investigate about the role in FBTC in driving international differences in
labor market outcomes by taking advantage of the panel data dimension of our sample.
When estimating the redistributive effects at a country level, we find that LISs may fall
or rise by a magnitude which varies considerably between OECD countries. In the lines of
Caselli [2016], we construct time series for sectoral FBTC and detect empirically a strong
and positive cross-country relationship between the responses of LISs and FBTC. While
the responses of LISs vary between countries as a result of cross-country differences in
FBTC, international differences in the labor reallocation effects we estimate empirically are
driven by cross-sector differences in FBTC which vary significantly across OECD economies.
More specifically, we find that the labor share of tradable falls less in countries where
technological change is more biased toward labor in the traded than in the non-traded
sector. Once calibrated to country-specific data, numerical results show that the model
can account for international differences in the redistributive and reallocation effects we

document empirically once we let FBTC vary between sectors and across countries.’

STechnically, we adapt the methodology by Caselli and Coleman [2006] and make inference about FBTC
from the demand for factors of production and a technology frontier which maps sectoral TFP shocks we
estimate empirically into factor-augmenting technological shifts.

SWhile for reason of space, we have relegated this analysis to Appendix J, our assumption of FBTC is



The remainder of the paper is organized as follows. In section 2, we investigate empir-
ically the labor market effects of a technology shock biased toward the traded sector. In
section 3, we develop a two-sector open economy model with flexible prices and FBTC. In
section 4, we report the results of our numerical simulations and assess the ability of the
model to account for the evidence on the reallocation and redistributive effects of a tech-
nology shock which increases permanently traded relative to non-traded TFP. In section 5,
we summarize our main results and present our conclusions. The Online Appendix shows
more empirical results, conducts robustness checks, provides the steps to solve the model,

and discusses analytical results from a restricted version of our setup.

Related Literature. Our paper fits into several different literature strands as we bring
several distinct threads in the existing literature together. First, our setup includes several
key features which have been put forward by the literature to rationalize the response of
aggregate hours worked to a positive productivity shock. Like Collard and Dellas [2007],
the open economy dimension of our setup greatly enhances the flexible price model’s ability
to account for the labor market effects of technology shocks through the terms of trade
deterioration. In contrast to Collard and Dellas who generate a decline in total hours
worked by assuming that home- and foreign-produced traded goods are gross complements,
the ability of our model to account for the dynamics of sectoral hours worked increases when
home- and foreign-produced traded goods are gross substitutes. Like Cantore et al. [2014],
we put forward FBTC to account for the responses of hours worked to a technology shock.
The authors show that technology shocks biased toward capital allow the RBC model to
generate a negative response of hours worked while we find that sectoral technological shifts
are biased toward labor (for the whole sample and the U.S. as well). The reason for this
discrepancy lies in the fact that aggregate technology shocks are a combination of symmetric
and asymmetric technology shocks, the former shock being biased toward capital and the

latter biased toward labor.

The contribution of asymmetric technology shocks across sectors to economic fluctua-
tions has received attention only very recently. Using U.S. data over 1961-2008 and dis-
tinguishing between a consumption and an investment sector, Chen and Wemy [2015] find
that technology shocks biased toward the capital-producing sector explain more than 50%
of TFP fluctuations. In the same vein, our evidence reveals that the contribution of tech-
nology shocks biased toward the traded sector to TFP fluctuations stands at 40% in OECD
countries over 1993-2013. Drawing on the pioneering work by Long and Plosser [1983] and
revitalized later by Horvath [2000], Holly and Petrella [2012] quantify the contribution of
industry specific shocks to aggregate hours worked by considering input-output linkages.

Differently, we explore the sectoral composition effects driven by a shock to TFP taking

supported by our estimates which show that countries where TFP gains are concentrated in capital (labor)
intensive industries also experience a rise in capital (labor) relative to labor (capital) efficiency, in line with
Acemoglu’s [2003] model assumptions.



place at uneven rates across sectors and uncover the key role of heterogenous substitutabil-
ity across sectoral goods and FBTC in the same spirit as the structural change literature,
see e.g., Ngai and Pissarides [2007] and Alvarez-Cuadrado et al. [2018], respectively. Our
study differs from the structural change literature because the VAR methodology allows us
to quantify empirically the extent of the reallocation of economic activity conditional on a
technology shock biased toward the traded sector. Therefore, we are exclusively interested
in characterizing the behavior of the economy moving from one initial steady-state to a new
steady-state following a permanent increase in traded relative to non-traded TFP rather
than studying the convergence of the open economy toward a balanced growth path.
Sectoral reallocation has received considerable attention in the open economy literature,
e.g., Ferndndez de Cérdoba and Kehoe [2000], Benigno and Fornaro [2014], Kehoe and Ruhl
[2009], Arrellano et al. [2018], Fornaro [2018]. The first two works show that large capital
inflows episodes (caused by financial liberalization) have contributed to shifting productive
resources out of the traded sector while the latter three works show that sudden stops do
the opposite. Similarly to Ferndndez de Cérdoba and Kehoe [2000], Benigno and Fornaro
[2014], financial openness amplifies the incentives to shift labor toward the non-traded
sector in our open economy setup. While Arrellano et al. [2018] assume a default risk and
Fornaro [2018] consider a deleveraging shock to rationalize the shift of labor toward the
traded sector during the recent sovereign debt crisis in Europe, such a labor reallocation
is the result of declining TFP in tradables relative to non-tradables in our model. Our
framework is also close to the model laid out by Kehoe and Ruhl’s [2009] who depart from
the small open economy setup by assuming that the country is large enough to influence
the price of its export goods and find, like us, that the terms of trade play a key role in

shaping the labor movement across sectors.

2 Technology Shocks Biased toward Tradables: VAR Evi-
dence

To guide our quantitative analysis, we document evidence on the labor market effects driven
by a technology shock biased toward the traded sector by estimating a structural VAR model
in panel format on annual data. We first detail our identification strategy, and then we
discuss the results. We denote below the percentage deviation from initial steady-state (or

the rate of change) with a hat.

2.1 VAR Identification of Asymmetric Technology Shocks

In this subsection, we present our identification strategy of asymmetric technology shocks
and document some evidence pointing at their increasing importance over time. We consider

a panel of seventeen OECD countries over 1970-2013 and make the distinction between a



traded (indexed by the superscript H) vs. non-traded sector (indexed by the superscript
N). Data sources and construction are detailed in the next subsection. Like Gali [1999],
permanent productivity shocks are identified by assuming that technology shocks are the
only source of movements in long-run productivity. Because we adapt the SVAR approach
by Gali [1999] to the identification of asymmetric technology shocks, we first answer to two
questions below: Are shocks to aggregate TFP evenly distributed across sectors? If not,
what is the contribution of asymmetric technology shocks across sectors to the variance
of aggregate TFP growth? Beyond the fact that answering these questions will allow us
to gain further insight about the mapping between aggregate and asymmetric technology

shocks, it will pave the way for our identification strategy.

Sector distribution of shocks to aggregate TFP. We first write down the sectoral
decomposition of the percentage deviation of aggregate TFP relative to its initial steady-

state, denoted by Z;? (see Online Appendix C):
Zit =Mzl (=) 28 (1)

where subscripts ¢ and ¢ denote the country and the year, Zg and ZA,L]X are the percentage
deviation of TFP relative to initial steady-state in the traded and the non-traded sector,
respectively, and l/Z-Y 7 is the share of value added of sector j=H,N in GDP.

According to eq. (1), variations in aggregate TFP, Z;?, can be associated with shifts
in sectoral TFPs which are common across sectors (i.e., Zg = ZA,L]X in the long-run) or
take place at uneven rates across sectors (i.e., Zf #* Zf;f in the long-run). To investigate
whether a shock to aggregate TFP is evenly or unevenly distributed across sectors, we first
identify a shock to aggregate TFP, denoted by EgA, by estimating a VAR model with two
lags in panel format on annual data that includes aggregate TFP and total hours worked,
both in growth rate, i.e., [Z;?,fjlt] To identify aggregate technology shocks, we impose
restrictions on the long-run cumulative matrix such that only aggregate technology shocks
increase permanently Z{?. In the second step, we consider a VAR model which includes
identified technology shocks, siZtA, ordered first, the rate of growth of traded, non-traded
and aggregate TFP, and adopt a Cholesky decomposition. Next, we plot in Fig. 2(a) the
responses for ZI shown in the blue line and Z} shown in the black line following a 1%
permanent increase in Z{? in the long-run. Estimates show that aggregate technology shocks

are not evenly distributed since traded TFP increases significantly more than non-traded

TFP.

Above VAR evidence can be mapped into the sectoral decomposition of aggregate TFP

by rearranging eq. (1) as follows:

sA 5 Y.H (5 .

Zit =2Y M (2l - 2. (2)
According to our estimates shown in Fig. 2(a), an aggregate technology shock which raises

7
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Figure 2: Symmetric and Asymmetric Technology Shocks across Sectors. Notes: In Fig. 2(a), we
plot the responses of traded TFP, Zg{ (shown in the blue line), and non-traded TFP, ZtN (shown in the black line), to
identified shock to aggregate TFP, Z{‘. Shaded area indicates the 90 percent confidence bounds obtained by bootstrap
sampling. Fig. 2(b) plots the FEV of aggregate TFP growth attributable to shocks to the ratio of sectoral TFPs
over 1970-1992 against the FEV of ZtA attributable to shocks to ZfI/ZgV over 1993-2013. We compute the FEVD
by estimating a VAR model [Zg{ - ng, 2{4, [:t} for one country at a time. To identify symmetric vs. asymmetric
technology shocks, we impose long-run restrictions such that both symmetric and asymmetric technology shocks
increase permanently ZtA while only asymmetric technology shocks increase permanently ZtH/ZgV in the long-run.
Sample: 17 OECD countries, 1970-2013, annual data.

Z£ by 1% in the long-run gives rise to an increase in Zﬁ[ by 0.8% augmented by a produc-
tivity differential between tradables and non-tradables of 0.4% (weighted by Z/,L-Y H) The
RHS of eq. (2) paves the way for the identification of symmetric and asymmetric technol-
ogy shocks across sectors. When the shock is asymmetric, both the ratio Z{f /ZZJX and Zi‘?
are permanently increased while Zg and Z{X rise by the same amount when the shock is

symmetric so that the last term of eq. (2) vanishes.

Contribution of asymmetric technology shocks to FEV of aggregate TFP
growth. To identify symmetric vs. asymmetric technology shocks, we consider the same
VAR model as above augmented with the ratio of traded to non-traded TFP, Zg /Zg (in
growth rate), i.e., [Zg — lef ) Z{?, [A/lt] We impose long-run restrictions such that both sym-
metric and asymmetric technology shocks increase permanently Z{? while only asymmetric
technology shocks increase permanently Zﬁl /Zﬁf in the long-run. Once we have identified
symmetric and asymmetric technology shocks across sectors, we can gauge their contri-
bution to aggregate TFP growth by computing a forecast error variance decomposition
(FEVD). To explore whether the contribution of shocks to Z# /Z" has changed over time,
we estimate the VAR model over two sub-periods, i.e., 1970-1992 and 1993-2013, respec-
tively. Estimates reveal that the share of the FEV of aggregate TFP growth attributable
to the shock to the ratio of sectoral TFPs, Z# /Z¥ | is negligible over 1970-1992 and stands
at about 40% over 1993-2013. Empirical results are shown in Table 2 and Fig. 10 rele-
gated to Online Appendix F. In Fig. 2(b) we re-estimate the same VAR model but for
one country at a time by imposing long-run restrictions detailed above and plot the FEV
of Z{ attributable to the shock to ZF /ZN over 1970-1992 (horizontal axis) against the
FEV of Z;“ attributable to the asymmetric shock over 1993-2013. Except for four countries

(Australia, Germany, Italy, the Netherlands), all OECD countries are above the bisecting



line and thus experience a rise in the contribution of asymmetric technology shocks across
sectors to the FEV of aggregate TFP growth over time (i.e., in the post-1992 period).
Construction of sector TFP differential index. As in Gali [1999], we impose long-
run restrictions in the VAR model to identify permanent technology shocks as shocks that
increase permanently the level of TFP. Differently, we focus on the effects of technology
shocks biased toward the traded sector and thus identify technology shocks that increase
permanently the ratio of traded to non-traded TFP. The empirical strategy is detailed in
Appendix B. In line with the Balassa-Samuelson literature, we construct a weighted produc-
tivity differential index between tradables and non-tradables by augmenting sectoral TFPs

with weights in order to get an economic meaningful normalization (see Online Appendix

E):7

5 5 H 5N
Zit = a;Zyy —biZy, (3)
H—1 H
where a = |(1—ay)+ J%] , and b = ai—fv are country-specific and time-invariant
L L

weights which are functions of the labor income share (LIS henceforth) in sector 7, st, and
the tradable share in total investment expenditure, oy, both averaged over 1970-2013. In
the rest of the paper, for simplicity purposes, we refer to Z = (ZH)?/(ZN)? as the ratio of
traded to non-traded TFP.

2.2 Data Construction

Before presenting our VAR evidence, we briefly discuss the dataset we use. Our sample
contains annual observations over the period 1970-2013 and consists of a panel of 17 OECD
countries. Online Appendix K provides a list of countries. We use the EU KLEMS [2011],
[2017] and OECD STAN [2011], [2017] databases which provide domestic currency series
of value added in current and constant prices, labor compensation and hours worked at an
industry level. All quantities are scaled by the working age population.

Since our primary objective is to investigate the sectoral composition effects, we describe
below how we construct time series at a sectoral level. Our sample covers eleven 1-digit
ISIC-rev.3 industries which are split into traded and non-traded sectors by adopting the
classification by De Gregorio et al. [1994]. Agriculture, hunting, forestry and fishing; Mining
and quarrying; Total manufacturing; Transport, storage and communication are classified
as traded industries. Following Jensen and Kletzer [2006], we updated the classification
by De Gregorio et al. [1994] by treating Financial intermediation as a traded industry.

Electricity, gas and water supply; Construction; Wholesale and retail trade; Hotels and

"The open economy version of the neoclassical model with no frictions and exogenous terms of trade
predicts an appreciation in the relative price of non-tradables by 1% in the long-run following a weighted
productivity differential, Zi;, of 1% and any departure from this equality reveals the presence of frictions
and/or endogenous terms of trade. Since the long-run effects of shocks from VAR estimates are imprecise, see
e.g., Faust and Leeper [1997], and because they generate opposite effects on the relative price of non-tradables
following a productivity differential, we cannot infer the presence of frictions such as labor mobility costs
and/or endogenous terms of trade from our VAR estimates. We construct instead a weighted productivity
growth differential with the purpose to get a reference point.



restaurants; Real estate, renting and business services; Community, social and personal

services are classified as non-traded industries.®

Once industries have been classified as traded or non-traded, series for sectoral value
added in current (constant) prices are constructed by adding value added in current (con-
stant) prices for all sub-industries k in sector j = H, N, i.e., PftYZJ S Pl it Y/ it PZ] Y]
Zk kit k »+ Where the bar indicates that prices PJ are those of the base year), from which
we construct price indices (or sectoral value added deflators), Pljt Normalizing base year
price indices PJ to 1, the relative price of non-tradables, Py, is defined as the ratio of the
non-traded value added deflator to the traded value added deflator (i.e., Py = Py /PH).
The relative price of home-produced traded goods (or the terms of trade, denoted by Pf )
is constructed as the ratio of the traded value added deflator (PX) to the price deflator of
imported goods and services (Plf ). The same logic applies to constructing series for hours
worked (L7 = 3", Liﬂ,t) and labor compensation in the traded and the non-traded sectors
which allow us to construct sectoral wages, W-j . The real consumption wage in sector j,

W(Jj i1 is defined as the sectoral nominal wage, wi

;1> divided by the consumption price index,

Pc . To construct time series for the aggregate nominal wage, W;;, we divide aggregate
labor compensation by total hours worked. We also construct hours worked and valued
added shares of sector j (at constant prices), denoted by l/Z-Lt’j and ug’j 9 To estimate the

redistributive effects, we calculate the LIS for each sector j, denoted by Sé,itv as the ratio
of labor compensation to valued added at current prices in sector j.

Like Chang and Hong [2006], we use sectoral TFPs, Z7, to approximate technical change.
Sectoral TFPs are constructed as Solow residuals from constant-price (domestic currency)

series of value added, YZ%, capital stock, Kft, and hours worked, Lgt:10
Zh =Y - s - (1-5),) K, (4)

where sii is the LIS in sector j averaged over the period 1970-2013. To obtain series for
sectoral capital stock, we first compute the overall capital stock by adopting the perpetual
inventory approach, using constant-price investment series taken from the OECD’s Annual

National Accounts. Following Garofalo and Yamarik [2002], we split the gross capital stock

8Because ”Financial Intermediation” and ”Real Estate, Renting and Business Services” are made up of
sub-sectors which display a high heterogeneity in terms of tradability and ”Hotels and Restaurants” has
experienced a large increase in tradability over the last fifty years, we perform a sensitivity analysis with
respect to the classification for the three aforementioned sectors in Online Appendix N.3. Treating ”Financial
Intermediation” as non-tradables or classifying ”Hotels and Restaurants” or ”Real Estate, Renting and
Business Services” as tradables does not affect our main results.

9We consider an open economy which produces a traded and a non-traded good while the foreign good is
the numeraire and its price is normalized to 1. Real GDP, Yr ;, is equal to the sum of traded and non-traded
value added at constant prices, i.e., Yr; = PEYH 4 PNYN where prices at the initial steady-state are those
at the base year so that real GDP collapses to nominal GDP, Y, initially; henceforth, the value added share
at current prices also collapses to the value added share at constant prices initially.

1%Basu, Fernald and Kimball [2006] adjust the annual Solow residual with factor utilization. Correcting
for unobserved input utilization can avoid understate TFP changes when technology improves because
utilization falls. Since we focus on the ratio of sectoral TFP, not adjusting sectoral TFP time series for
factor utilization should not pose a problem.
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into traded and non-traded industries by using sectoral valued added shares. Once we
have a measure for technological change for the traded and the non-traded sector, we can

construct the productivity differential index as defined in eq. (3).

2.3 Labor Market Effects: VAR Evidence

To estimate the sectoral composition effects of a technology shock biased toward tradables,
we consider VAR models which include the ratio of traded to non-traded TFP, Z;, and a
vector of sectoral variables such as value added at constant prices, YZ%, hours worked, Lgt,
and the real consumption wage, W(szt in sector j or alternatively the value added share,
V?Z’j , the labor share, VZ-Lt’j , and the relative wage, let /Wi, in sector j. We also consider
a VAR model which includes relative prices to inspect the transmission mechanism. All
variables enter the VAR model in rate of growth. We estimate the reduced form of VAR
models by panel OLS regression with country and time fixed effects. VAR specifications are
detailed in Online Appendix G. While we focus on labor market effects, we also estimate

the effects on value added to guide our quantitative analysis as their adjustment allows us

to discriminate between models.!!

We generated impulse response functions which summarize the responses of variables
to a 1% permanent increase in traded relative to non-traded TFP (see eq. (3)). Fig. 3
displays the estimated effects of a technology shock. The horizontal axis measures time
after the shock in years and the vertical axis measures percentage deviations from trend. In
each case, the solid line represents the point estimate, while the shaded area indicates 90%
confidence bounds obtained by bootstrap sampling. In Online Appendix F, Table 3 shows
point estimates on impact (i.e., at ¢ = 0), and in the long-run (i.e., at a 10-year horizon).

Adjustment of sectoral TFPs. As displayed by the solid blue line in Fig. 3(a), the
relative productivity of tradables rises by 0.9% on impact and increases gradually to reach
1% after 10 years. While TFP of tradables increases by 0.72%, its rise is not large enough
to raise Z by 0.9% on impact and thus TFP of non-tradables must decline by 0.17%. Fig.
3(e) shows that traded TFP grows over time while ZV remains fairly constant.'?

Sectoral composition effects. The second and third column of Fig. 3 show the output

and labor distributional effects of a 1% permanent increase in TFP in tradables relative to

HBecause we consider alternative VAR models, one might be concerned by the fact that identified technol-
ogy shocks display substantial differences across VAR specifications. To address this issue, we ran a robust-
ness check by augmenting each VAR model with the same identified technology shock, ordered first. In the
quantitative analysis, we take the VAR model which includes the relative productivity of tradables, Z;;, real
GDP, Yk, i, total hours worked, Lj;, the real consumption wage, Wc¢ i, i.e., xﬁ = {Zt, YR,“, ﬁit, Wc,i,«,}, as
our benchmark model to calibrate the technology shock. Augmenting each VAR model with the technology
shock identified for this benchmark specification, we find that the responses lie within the confidence bounds
and thus differences are not statistically significant. Results can be found in Online Appendix N.6.

12To determine the responses of Zg, we adopt a two-step method. In the first step, we estimate a baseline
VAR model which includes aggregate variables, i.e., :cﬁ = [ZAZ-t7 fﬁ-t, f/it, VAVc,i,g}7 to identify the technology
shock biased toward the traded sector denoted by eZ. In the second step, we estimate a VAR model

which includes the identiﬁgd technology shock ordered first, sectoral TFPs and the relative productivity of
tradables, i.e., 27, = [¢Z, Z, ZI], Zi1]. See Online Appendix L.3 for further details.
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non-tradables. The asymmetric technology shock gives rise to an increase in traded value
added by 0.24% of GDP on impact whilst non-traded value added is virtually unchanged.
As shown in Fig. 3(b), Y grows over time while the response of YV is not statistically
significant, thus indicating that real GDP growth originates from traded industries. The
solid blue line of Fig. 3(f) shows that higher relative productivity of tradables has an

Y,H)

expansionary effect on the value added share of tradables (i.e., v which stabilizes at

0.14% of GDP.

While higher traded productivity growth relative to average increases the value added
share of tradables, I/BZ’H, the reallocation of productive resources lowers it. As can be seen
in the dashed blue line in Fig. 3(f), the labor share of tradables, v*# declines by about
0.04% of total hours worked on impact. The shift of labor toward the non-traded sector
contributes to 43% of the rise in L on impact which stands at 0.1% of total hours worked.
Labor keeps on shifting toward the non-traded sector over time while the contribution of
labor reallocation to the rise in LY somewhat declines at 34%. On average, 35% of the
increase in LY is attributable to labor movements between sectors.'® Conversely, as can
be seen in the third column of Fig. 3, hours worked do not respond at any horizon in the
traded sector. Thus the non-traded sector alone drives the increase in total hours worked.

Incentives for labor reallocation. The evidence documented in the last column of
Fig. 3 enables us to shed some light on the transmission mechanism. As displayed by
the black line in Fig. 3(d), a shock to the productivity differential generates an excess de-
mand for non-traded goods which appreciates the relative price of non-tradables by 0.99%.
Because the magnitude of the appreciation in P /P is larger than the productivity dif-
ferential we estimate on impact (i.e., 0.90%), the share of non-tradables at current prices
increases which has an expansionary effect on hiring in the non-traded sector.

Factors hampering labor reallocation. Our VAR evidence in Fig. 3 are in line
with the class of neoclassical models such as Ngai and Pissarides’s [2007] where the sector
having greater productivity gains experiences a rise in its value added share whilst the sector
where productivity growth is smaller, increases its labor share. Loosely speaking, the low
substitutability between traded and non-traded goods allows non-traded firms to set higher
prices which more than offsets their productivity disadvantage and attracts productive
resources. However, the reallocation of productive resources, especially labor, is hampered

in an open economy where workers experience costs of switching sectors.

As displayed by the blue line in Fig. 3(d), a 1% permanent increase in TFP of tradables

1370 ensure that dv)® + dv;™ = 0 and compute the contribution of labor reallocation consistently, we
reconstructed responses in sectoral labor shares at all horizons by plugging estimated responses of L7, and

Lit = ap ;LT + (1 —ar;) LY into dv)’ = O‘JL,i (ﬁzt - ﬁzt) where ar; is the labor compensation share
of tradables averaged over 1970-2013 in country ¢, see Online Appendix G for further details. Differences

between reconstructed and estimated responses of di;"™ remain very small. Dividing dv);” by ai’jf/ft gives
the contribution of labor reallocation to the rise in hours worked in sector j.
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Figure 3: Sectoral Effects of a Permanent Increase in Traded Relative to Non-Traded TFP.
Notes: Exogenous 1% increase of TFP in tradables relative to non-tradables (as measured by eq. 3). Horizontal axes
indicate years. Vertical axes measure percentage deviation from trend in GDP units (sectoral value added, sectoral
value added share), percentage deviation from trend in total hours worked units (sectoral hours worked, sectoral
hours worked share), percentage deviation from trend (sectoral TFPs, relative price of non-tradables, terms of trade,
relative wage). Shaded areas indicate the 90 percent confidence bounds obtained by bootstrap sampling. The blue
line shows the response for tradables while the black line line shows the response for non-tradables. Sample: 17
OECD countries, 1970-2013, annual data.

relative to non-tradables leads to a significant deterioration in the terms of trade which fall
by more than 0.4%. By making home-produced traded goods cheaper, lower prices have a
positive effect on hiring in the traded sector because home- and foreign-produced traded
goods are highly substitutable as evidence suggests, see Bajzik et al. [2020]. Through this
channel, the terms of trade deterioration hampers the outflow of workers experienced by
the traded sector. Fig. 3(h) reveals that the shift of labor toward the non-traded sector is
further mitigated by the presence of labor mobility costs. Such mobility costs give rise to a
positive wage differential for non-tradables by 0.06% in the long-run (see panel E of Table
3), as displayed by the black line, and a fall in the relative wage of tradables by 0.12%, as

shown in the blue line.

Capital reallocation and redistributive effects. We now analyze the implications
for capital reallocation and sectoral LISs of a permanent increase in the relative productivity
of tradables to determine whether sectoral TFP shifts are Hicks-neutral or rather factor-
biased.'® To explore empirically the redistributive effects, we consider a VAR specification
which includes the sector TFP differential index, Z;;, the LIS, si, and the capital-labor
ratio in sector j, k) = K7/L7, both in rate of growth.

The first and second column of Fig. 4 shows the dynamic responses of capital-labor

ratios and LISs, respectively. Our VAR evidence reveals that &k falls significantly by 0.08%

MWe compute the LIS like Gollin [2002], i.e., labor compensation is defined as the sum of compensa-
tion of employees plus compensation of self-employed. We find that our results are robust to alternative
constructions of the LIS, see Online Appendix N.5.
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Figure 4: Redistributive Effects of a Permanent Increase in Traded Relative to Non-Traded
TFP. Notes: Exogenous increase of TFP in tradables relative to non-tradables by 1%. The first two columns show
the responses of capital-labor ratios and LISs for tradables and non-tradables. Horizontal axes indicate years. Vertical
axes measure deviations from trend in percentage of value added for the LIS, and percentage deviation from trend in
capital stock units for the capital-labor ratio. The third column plots the response of FBTC in sector j = H, N which
is obtained by running a simple VAR [Z,L-t, FBTCft] where details about the construction of time series for FBTCZt
can be found in Online Appendix H. Results for baseline specification are displayed by solid lines with shaded area
indicating 90 percent confidence bounds obtained by bootstrap sampling. Sample: 17 OECD countries, 1970-2013,
annual data.

of the aggregate capital stock while £V is almost unaffected because the rise in non-traded
hours worked offsets the capital inflow.'® If production functions were Cobb-Douglas, the
shift of capital would have no impact on sectoral LISs. However, as shown in the second
column of Fig. 4, sf increases by more than 0.09% of traded value added on impact
while sg increases gradually up to 0.07% of non-traded value added in the long-run. This
finding suggests that sectoral goods are produced from CES production functions which is
corroborated by our estimates indicating that the elasticity of substitution between capital
and labor in production is smaller than one (see Online Appendix L.5).¢

FBTC hypothesis. The positive and significant response of the LIS in the traded
sector together with the fall in k¥ calls into question the assumption of Hicks-neutral
technological change (HNTC henceforth). The reason is that when capital and labor are
gross complements in production, as our evidence and those documented by the existing
literature on the subject suggests, see e.g., Klump et al. [2007], Herrendorf et al. [2015],
Oberfield and Raval [2014], Chirinko and Mallick [2017], the decline in k7 drives down s¥, in

contradiction with our empirical findings. A natural candidate to reconcile theory with our

Due to limited data availability, in the line of Garofalo and Yamarik [2002], we split the aggregate capital
stock into tradables and non-tradables in accordance with their value added share. In Online Appendix N.7,
we estimate the same VAR model by using databases which provide disaggregated capital stock data (at
constant prices) at the 1-digit ISIC-rev.3 level for nine countries of our sample over the entire period 1970-
2013. The Garofalo and Yamarik’s [2002] methodology we adopt in this paper gives very similar results to
those obtained when using disaggregated capital stock data.

16\We are aware that the traded and non-traded sectors are made-up of several industries and variations
in the LISs of aggregate sectors could be the result of changes in the value added share of sub-sectors
(between-effect) rather than the rise in their LISs (within-effect). We find that on average, 2/3 (80%) of the
impact response of the LIS in tradables (non-tradables) can be attributed to the within-effect.
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evidence is factor-biased technological change (FBTC henceforth). When capital and labor
are gross complements, an increase in capital relative to labor efficiency biases technological
change toward labor which raises the LIS. To test this hypothesis, we construct time series
for FBTC by drawing on Caselli and Coleman [2006] and Caselli [2016] and we estimate a
simple VAR model that includes the productivity differential, Z;;, and FBTC{t7 see Online
Appendix H which details the construction of FBT Cgt. The third column of Fig. 4 shows
the responses of FBTC following a 1% permanent increase in the relative productivity of
tradables. Our estimates reveal that FBTC increases significantly in the traded sector and
thus technological change is biased toward labor which is consistent with the rise in sf we
estimate empirically. While technological change is also biased toward labor in the non-
traded sector, the rise in FBTCY is not statistically significant. Wide confidence bounds

suggest that FBTC varies across countries as corroborated by our evidence documented in

the next subsection.

2.4 Cross-Country Differences in Reallocation and Redistributive Effects

In this subsection, we take advantage of the panel data dimension of our sample to answer
two economic questions: Do redistributive (i.e., responses of sectoral LISs) and reallocation
(especially labor) effects of a permanent increase in the relative productivity of tradables

vary across countries? What are the determinants of these cross-country differences?

Cross-country redistributive effects and FBTC. As shown in Online Appendix

H, the ratio of the demand of labor to the demand of capital implies a direct mapping

. > J .
between FBTC/, and the ratio of labor to capital income share denoted by S}, = 18%
T °L,it

Since Sft = 18_15]’; ‘ and thus the percentage deviation of the ratio of labor to capital income
share relative toﬂits initial steady-state is proportional to the percentage change in the LIS,
§9L7t, we estimate the responses of SJL for one country at a time and scale its response by
dividing point estimates by 1 — stz averaged over 1970-2013. Because the responses of S’
and 51 differ only by a scaling factor, we refer interchangeably to the LIS or the ratio of

factor income share as long as it does not cause confusion.

Fig. 5 plots impact responses of Stj on the vertical axis against estimated responses
of sectoral FBTC on the horizontal axis.!” The first conclusion that emerges is that the
responses of LISs vary greatly across countries and this dispersion is the result of interna-
tional differences in FBTC since we detect a positive cross-country relationship between
the responses of LISs and FBTC for both the traded and the non-traded sector. More
specifically, countries which lie in the north-east experience simultaneously a rise in the LIS
and technological change biased toward labor while countries which lie in the south-west

experience simultaneously a fall in the LIS and technological change biased toward capital.

"In Online Appendix Q.2, we plot long-run responses of S{ against long-run responses of FBTC{ and
detect a strong positive cross-country relationship.
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Jj = H, N on the horizontal axis. The response of FBTC in sector j = H, N is obtained by running a simple VAR
[Z:,FBTC]] for one country at a time. Details about the construction of time series for FBTC] can be found in
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Figure 6: Cross-Country Reallocation Effects of a Permanent Increase in Traded Relative
to Non-Traded TFP. Notes: Fig. 6 plots impact responses of the labor share of tradables and the value added
share of non-tradables to a 1% permanent increase in the relative productivity of tradables against three key estimated
parameters. Impact responses shown on the vertical axis are obtained by running a VAR model for one country at a
time and are expressed in percentage point. Horizontal axis in Fig. 6(b) and Fig. 6(c) display the elasticity of labor
supply across sectors, e (which captures the degree of labor mobility across sectors) and the elasticity of substitution
between traded and non-traded goods, ¢, respectively. Panel data estimates for € and ¢ are taken from columns 16
and 15 of Table 6, respectively. The horizontal axis in Fig. 6(a) displays the differential in FBTC between tradables
and non-tradables where estimates are obtained by running the VAR model [Zt, FBTCY] for one country at a time.

While FBTC varies greatly across countries, the second conclusion that emerges from Fig.
5 is that FBTC varies significantly across sectors within the same country. We explore its
implications for the reallocation of labor across sectors below.

Cross-country labor reallocation effects and differential in FBTC across sec-
tors. Fig. 6(a) plots the impact response of the labor share of tradables to a 1% permanent
increase in traded to non-traded TFP (on the vertical axis) we estimate for one country
at a time against the differential in FBTC between tradables and non-tradables (on the
horizontal axis). The difference between traded FBTC and non-traded FBTC displays a
significant cross-country dispersion as it varies between -2.9% for Denmark and +2.6% for
Canada. We expect the reallocation of labor toward the non-traded sector and thus the
decline in the labor share of tradables to be less pronounced in countries where techno-

logical change is more biased toward labor in the traded than in the non-traded sector.
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Indeed, in Fig. 6(a), we detect a positive cross-country relationship indicating that the
response of the labor share of tradables to a shock to the relative productivity of tradables
is increasing in the differential in FBTC between tradables and non-tradables. Intuitively,
when technological change is more biased toward labor in tradables than in non-tradables,
it has an expansionary effect on hiring by traded firms which mitigates the fall in ytL H
and may increase it like in Canada. Conversely, in Denmark and Germany, technological
change is more biased toward labor in non-tradables which amplifies the decline in VtL H

As we shall see when discussing numerical results, the assumption of FBTC increases the

ability of our model to account for the labor reallocation effects we document empirically.

Cross-country labor reallocation effects and labor mobility costs. Besides the
differential in FBTC between tradables and non-tradables, labor mobility costs can influence
the extent of labor reallocation toward the non-traded sector. We expect countries with a
higher degree of labor mobility to experience a greater decline in the labor share of tradables.

H and the magnitude of

To explore the cross-country relationship between changes in VtL ’
workers’ costs of switching sectors, we need a measure of the degree of labor mobility. In
the lines of Horvath [2000], we estimate the elasticity of labor supply across sectors for each
country ¢ denoted by ¢;; see Online Appendix M.3 for further details about the derivation
of the testable equation and the empirical strategy. Higher values of € imply that workers
experience lower labor mobility costs caused by sector-specific human capital which may
not be perfectly transferable across sectors (see e.g., Lee and Wolpin [2006], Dix-Carneiro
[2014]). In Fig. 6(b), we plot impact responses of the labor share of tradables to a 1%
permanent increase in the relative productivity of tradables on the vertical axis against
our measure of the degree of labor mobility, ¢;, on the horizontal axis. In line with our

hypothesis, Fig. 6(b) shows that ytL " declines more on impact in countries where labor

mobility costs are lower (i.e., € takes higher values).

Cross-country reallocation effects and substitutability across goods. While
both labor mobility costs and the FBTC differential across sectors determine the extent of
the decline in the labor share of tradables, the substitutability between traded and non-
traded goods determines the extent of the reallocation of both labor and capital, and thus
the extent of the decline in the value added share of non-tradables at constant prices, utY N
In a two-sector model with flexible prices, a low elasticity of substitution between sectoral
goods leads to a shift of productive resources to the sector with low TFP growth which
in turn mitigates the decline in its value added share. Because less productive resources
shift toward the non-traded sector as the elasticity of substitution between traded and non-
traded goods, ¢, takes higher values, we should observe a larger decline in l/tY Nin countries
where the substitutability between the two goods is higher. In Fig. 6(c), we plot impact
responses of VtY NV against ¢; we estimate empirically for each country; see Online Appendix

M.2 for further details about the empirical strategy to estimate ¢;. While all countries
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experience a fall in I/tY N on impact, the trend line reveals that the value added share of
non-tradables declines more in countries where ¢ is higher. As shown later when discussing
numerical results, international capital flows reinforce the reallocation incentives driven by

a low value of ¢.

3 A Semi-Small Open Economy Model with Tradables and
Non-Tradables

We consider a semi-small open economy that is populated by a constant number of identical
households and firms that have perfect foresight and live forever. The country is assumed
to be semi-small in the sense that it is price-taker in international capital markets, and
thus faces a given world interest rate, r*, but is large enough on world good markets to
influence the price of its export goods. The open economy produces a traded good which
can be exported, consumed or invested and imports consumption and investment goods.
Besides the home-produced traded good, denoted by the superscript H, a non-traded sector
produces a good, denoted by the superscript IV, for domestic absorption only. The foreign
good is chosen as the numeraire. We focus on the competitive equilibrium for the open
economy because we want to emphasize the role of relative prices in driving the sectoral

effects.!® Time is continuous and indexed by ¢.

3.1 Households

At each instant the representative household consumes traded and non-traded goods de-

noted by CT'(t) and C™ (t), respectively, which are aggregated by means of a CES function:

¢
=1 -1

RN (o210 il K (5)

1

o(t) = |¢® (CT (1)
where 0 < ¢ < 1 is the weight of the traded good in the overall consumption bundle and ¢
corresponds to the elasticity of substitution between traded goods and non-traded goods.
The traded consumption index C7(¢) is defined as a CES aggregator of home-produced
traded goods, C*(t), and foreign-produced traded goods, CF'(t):

_p_
p—1 p—=1 | p—1
P

CT(t) = [(¢")7 (M (1) + (1-M)? (7 (1)) (6)

where 0 < f < 1 is the weight of the home-produced traded good and p corresponds
to the elasticity of substitution between home- and foreign-produced traded goods. The
consumption-based price index Px(t) is a function of traded and non-traded prices, denoted

by PT(t) and PN (t), respectively:

Pelt) = [0 (P0) 4 (1 = ) (P¥ () ] 7 )

18We show in Online Appendix T that we can obtain the competitive equilibrium allocations by solving
the social planner’s problem.
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where the price index for traded goods is a function of the terms of trade denoted by P (t):

1

PT(t) = [ (PT(1) ™+ (1- )] (8)

As shall be useful later in the quantitative analysis, we denote the relative price of non-
tradables by P(t) = PN (t)/PH(t).

The representative household supplies labor to the traded and non-traded sectors, de-
noted by L (t) and LY (t), respectively. To rationalize the sectoral wage differential which
accompanies an asymmetric technology shock across sectors, we assume that hours worked
in the traded and the non-traded sectors are imperfect substitutes in the lines of Horvath
[2000]:

€ _
e+l | e+1

+@—0)VENe) |, (9)

+1

L(t) = |97 (L5 (1))

where 0 < ¥ < 1 parametrizes the weight attached to the supply of hours worked in the
traded sector and e is the elasticity of substitution between sectoral hours worked. The case
of perfect mobility of labor is nested under the assumption that e tends towards infinity
which makes our results directly comparable with those obtained in the special case where
workers no longer experience switching costs. The aggregate wage index W (.) associated

with the above defined labor index (9) is:

W(e) = [0 (W) + (- 0) (W) (10

where WH () and W (¢) are wages paid in the traded and the non-traded sectors.

The representative agent is endowed with one unit of time, supplies a fraction L(t) as
labor, and consumes the remainder 1 — L(t) as leisure. At any instant of time, households
derive utility from their consumption and experience disutility from working. Assuming that
the felicity function is additively separable in consumption and labor, the representative

household maximizes the following objective function:

U:/ { L _ow'e - +1 . L(t)”ai}eﬁtdt, (11)
0

oc or,

where 3 > 0 is the discount rate, oo > 0 the intertemporal elasticity of substitution for
consumption, and oz, > 0 the Frisch elasticity of (aggregate) labor supply.

Factor income is derived by supplying labor L(t) at a wage rate W (t), and capital K ()
at a rental rate R(¢). In addition, households accumulate internationally traded bonds,
N(t), that yield net interest rate earnings of r*N(¢). Households’ flow budget constraint
states that real disposable income (on the RHS of the equation below) can be saved by

accumulating traded bonds, consumed, Pco(t)C(t), or invested, Py(t)J(t):

N(t) + Pc(t)C(t) + Py(t)J(t) = r*N(t) + R(t)K(t) + W(t)L(t), (12)

where Pj(t) is the investment price index defined below and J(t) is total investment.

19



The investment good is (costlessly) produced using inputs of the traded good and the
non-traded good by means of a CES technology:

¢g—1

J(t) = 175 (JT(®) P + (1= 07 (JN@E) © , (13)

where 0 < ¢ < 1 is the weight of the investment traded input and ¢; corresponds to
the elasticity of substitution between investment traded goods and investment non-traded
goods. The index J7(t) is defined as a CES aggregator of home-produced traded inputs,
JH (t), and foreign-produced traded inputs, JF'(¢):

PJ

770 = [ ey - ore) BT

where 0 < I < 1 is the weight of the home-produced traded input and p; corresponds
to the elasticity of substitution between home- and foreign-produced traded inputs. The

investment-based price index Pjy(t) is a function of traded and non-traded prices:
Pot) = [¢ (PF0)' ™ + (1 — ) (P (1)) ] (15)
where the price index for traded investment goods reads:
PT(t) = [LH (PH®) ™ + (1- LH)]llf’J. (16)

Installation of new investment goods involves convex costs, assumed quadratic. Thus,
total investment J(¢) differs from effectively installed new capital:
J(t) =I(t)+ = <I<t> - 5K)2 K(#), (17)
2 \ K(t)
where the parameter x > 0 governs the magnitude of adjustment costs to capital accumu-
lation. Denoting the fixed capital depreciation rate by 0 < dx < 1, aggregate investment,

1(t), gives rise to capital accumulation according to the dynamic equation:
K(t) = I(t) — 6 K (t). (18)

Households choose consumption, worked hours and investment in physical capital by
maximizing lifetime utility (11) subject to (12) and (18) together with (17). Denoting by
A and @' the co-state variables associated with (12) and (18), the first-order conditions

characterizing the representative household’s optimal plans are:

O(t) = (Pot)n) ¢ (190)

L(t) = (W(ON" (190)

o 1/Qw )

20 = (B ) +ox (18e)

A = A1) (65—, (194)

Q0 =0+ o000 - { R0+ Py (75 o) (g +ox) b a9



and the transversality conditions lim; . AN (t)e ™ = 0, lim;_.oo Q(t)K (t)e™* = 0 where
Q(t) = Q' (t)/X\. In an open economy model with a representative agent having perfect
foresight, a constant rate of time preference and perfect access to world capital markets, we
impose § = r* in order to generate an interior solution. Setting 3 = r* into (19d) implies
that the shadow value of wealth is constant over time, i.e., A(f) = A. When new information
about the technology shock arrives, A jumps (to fulfill the intertemporal solvency condition
determined later) and remains constant afterwards. For the sake of clarity, we drop the
time argument below provided this causes no confusion.

Applying Shephard’s lemma (or the envelope theorem) yields the following demand for

the home- and the foreign-produced traded good for consumption and investment:
PT —¢ PH -P PT —¢ 1 —pP
CH=p(— Hl—) ¢  Cf=¢(— 1-oM (=) €, (20
w(PC) @ (PT) : “\ 5 (1=¢") {7 , (20a)

PT —¢J PH —PJ PT —¢J 1 —pPJ
H H F H
J :L<P:’]> L (P}) J,J :L<P:’]> (1—1 )(Pﬁ J,  (20b)

and the demand for non-traded consumption and investment goods, respectively:
cN =) (PN/Po)C,  JN=0-0)(PV/P) Y (21)

The substitutability across goods has important implications for the labor market effects of

asymmetric technology shocks across sectors. First, rearranging the first equality of eq. (21)

reveals that the share of non-traded goods in aggregate consumption expenditure, i.e., 1 —
pPNoN PN - . . . . .

ac = poo = (1—9) <ﬁ> , is increasing in non-traded prices when ¢ < 1 as evidence

suggests. Conversely, the home content of consumption and investment expenditure in

1 T
. H _ PHCH _ g (PT\’ H _ PHjH _ g (P]
tradables, i.e., o' = PTCT = (PH and o = PTJT = PH

ps—1
) , increases
as the terms of trade (i.e., PH) decline since home- and foreign-produced traded goods
are high substitutes. These parameters, ¢, p and ps, will play an important role in the
transmission mechanism of an increase in the relative productivity of tradables by affecting

the share of expenditure in good j and thus sectoral labor demand.

Given the aggregate wage index, we can derive the allocation of aggregate labor supply

to the traded and the non-traded sector:
Lf=ywH/w)'rL, LN=@0-9)W¥/Ww)L, (22)
where the elasticity of labor supply across sectors € captures the degree of labor mobility.

3.2 Firms

Each sector consists of a large number of identical firms which use labor, L7, and physical

capital, K7, according to a technology described by a CES production function:

B . el
ol —1 ol 11571

Yi(t) = |¥ (AL (1) 7 +(1-+) (B ()K (1) < : (23)

21



where 0 < 77 < 1 is the weight of labor in the production technology, ¢/ is the elasticity of
substitution between capital and labor in sector j = H, N, and A’(t) and B7(t) are labor-
and capital-augmenting efficiency.

Firms lease the capital from households and hire workers. They face two cost com-
ponents: a capital rental cost equal to R(t), and the wage rate equal to W7(t) in sector
j = H,N. Both sectors are assumed to be perfectly competitive and thus choose capital
and labor by taking prices as given. While capital can move freely between the two sectors,

costly labor mobility implies a wage differential across sectors:

PI(t)y’ (A7 (t))% (W (1) =W, (24a)
Pi(t) (1=+7) (Bj(t))% (WD) 7 (1)~ =R (24b)

where we denote by k’(t) = K7(t)/L’(t) the capital-labor ratio for sector j = H, N, and
v/ (t) = YI(t) /LI (t) refers to value added per hours worked.

Demand for inputs can be rewritten in terms of their respective cost in value added; for

N
labor, we have s7 (t) = 47 (ﬁj ((tt)) ) . Applying the same logic for capital and denoting
. j
by S7(t) = 182?()0 the ratio of labor to capital income share, we have:
~°L
4 1—od

i sp(t) ) (BIOF (@)
() 1-si(t) 1-9 < Ai(t) ) ' (25)

When technological change is assumed to be Hicks-neutral, productivity increases uniformly
across inputs, i.e., A7(t) = BJ(t). Hence a change in BJ(t)/AI(t) on the RHS of eq. (25)
has no impact on sectoral LISs which are only indirectly affected through changes in k7 (t).
If sector j experiences a capital outflow which lowers k7 (), s/ (t) declines since evidence
reveals that capital and labor are gross complements in production, i.e., 0/ < 1. By contrast,
when technological change is factor-biased, an increase in capital relative to labor efficiency,
Bi(t)/A’(t), impinges on the sectoral LIS directly and indirectly through changes in k7 (t).
The measure of FBTC in sector j is: FBTC/(t) = 1;—;’] (Bj(t) - fl](t)) Technological
change is biased toward labor when FBTCY(¢) > 0.

Finally, aggregating over the two sectors gives us the resource constraint for capital:
KA () + KN (t) = K(t). (26)
3.3 Technology Frontier

Eq. (25) can be used to determine the direction and the extent of the change in relative
capital efficiency which is consistent with observed changes in S/ and k’/. In order to
be consistent with our empirical strategy, we need to specify a technology frontier which
determines how TFP in sector j is split between capital and labor efficiency for a given

change in relative capital efficiency inferred from (25). A natural way to map A7 and B’
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into Z7 is to assume that besides optimally choosing factor inputs, firms also optimally
choose the technology of production. Following Caselli and Coleman [2006] and Caselli
[2016], the menu of possible choices of the technology of production is represented by a set
of possible (A7, B7) pairs which are chosen along a technology frontier which is assumed to
take a Cobb-Douglas form:'

1—ad (t)

2i(t) = (1) (BI(1) 7, (27)

where Z7 measures the height of the technology frontier and o’ is a positive parameter
which determines the weight of labor-augmenting efficiency. Firms choose labor and capital
efficiency, A7 and B, along the technology frontier described by eq. (27) that minimize
the unit cost function. The optimal trade-off between A7 and B’ that minimizes the unit
cost is such that the weight of labor efficiency (i.e., a?) collapses to its contribution to the

decline in the unit cost (i.e., S]L) so that (27) can be rewritten as follows:
: N g
Zi(t) = (A7)t (pi)' 1) (28)

where the weight si is time-varying because the production function (23) takes a CES form
with ¢/ # 1. While the technological frontier imposes a structure on the mapping between
TFP and factor-augmenting efficiency, as described by (28), it has the advantage to ensure
a consistency between the theoretical and the empirical approach where technological shifts

can be Hicks-neutral or factor-biased.

3.4 Model Closure and Equilibrium

To fully describe the equilibrium, we impose goods market clearing conditions for non-

traded and home-produced traded goods:
YN =Ny +JINw),  YH@) =cH@)+ J7@) + X (1), (29)

where X stands for exports of home-produced goods. In the lines of Kehoe and Ruhl
[2009], we assume that the size of the open economy on world goods market is large enough
to influence the price of its export good. Foreign demand for the home-produced traded

good is a decreasing function of terms of trade, P (t):2°

XH(t) = ox (PH(t)) "%, (30)

9Tn Online Appendix U.7, we alternatively assume that labor- and capital-augmenting efficiency are
aggregated by means of a CES function and find that the same results we derive below hold.

29Domestic exports are the sum of the foreign demand for the domestically produced tradable consumption
goods and investment inputs denoted by CT** and JF*, respectively:

X = ¢+ I,

- —p* -7 —pY
P\ L (PTONT" . (P N0 \
= <p< P ) (1—<pH)< P > C"+ P (1 —1H) pT J7,

where we assume that the rest of the world have similar preferences with potentially different elasticities
(i..e, " # ¢ and ¢ # @) between foreign and domestic tradable goods. To keep things simple, we assume
that the rest of the world has already completed the convergence of technological change in the traded sector
toward technological change in the non-traded sector so that Z%* = Z™*. Therefore foreign prices denoted
with a star remain constant and thus domestic exports are decreasing in the terms of trade, PH(t).
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where px > 0 is a scaling parameter, and ¢x is the elasticity of exports w.r.t. PH.
Log-linearizing (28) shows that sectoral TFPs dynamics are driven by the dynamics
of labor- and capital-augmenting efficiency, i.c., Z7(t) = siflj(t) + (1 - SJL) Bi(t). We
drop the time index below to denote steady-state values. Like Gali [1999], we abstract from
trend growth and consider a technology shock that increases permanently traded relative to
non-traded productivity. The adjustment of A7(t) and B’(t) toward their long-run (higher)
level expressed in percentage deviation from initial steady-state is governed by the following

continuous time process:?!

Aty = A +ae ) BIi(t)=BI + e, (31)

where @/ and b/ are parameters, and ¢/ > 0 measures the speed at which productivity closes
the gap with its long-run level. Once A’(t) and B’(t) have completed their adjustment,
they increase permanently to a new higher level, i.e., letting time tend toward infinity into
(31) leads to A7(c0) = A7 and B7(c0) = BJ where A7 and BJ are steady-state (permanent)
changes in labor- and capital-augmenting efficiency in percentage. Inserting (31) into the
log-linearized version of the technology frontier allows us to recover the dynamics of TFP
in sector j:22
20ty = 27 + #e ¢, (32)
where 2/ = sidj + (1 - S]L) b and Z7(c0) = Z9 = siflj + (1 - st> B is the permanent
change (in percentage) in TFP in sector j.
The adjustment of the open economy toward the steady-state is described by a dynamic

system which comprises six equations that are functions of K (t), Q(t), A7 (t), BJ(t):

K(t) =T (K(t),Q(t), A" (t), B (t), AN (), BN (1)), (33a)
QM) =X (K(t),Q(t), A (t), B (), AN(t), BN (1)), (33b)
At) = —¢I (Aj (t) — AJ’) . B =-¢ (BJ’ (t) — BJ’) : (33¢)

where j = H, N. The first dynamic equation corresponds to the non-traded goods mar-

ket clearing condition (29) and the second dynamic equation corresponds to (19e) which

21We assume that the economy starts from an initial steady-state and is hit by a technology shock which
increases permanently traded relative to non-traded TFP. In the same spirit as Gali, the accumulation
of permanent technology shocks give rise to a unit root in the time series for the relative productivity of
tradables, an assumption we use to identify a permanent technology shock biased toward tradables in the
empirical part. We do not characterize the convergence of the economy toward a balanced growth path
which is supposed to exist, in line with the theoretical findings by Acemoglu and Guerrieri [2008], Alvarez-
Cuadrado et al. [2018], Kehoe et al. [2018] who allow labor income shares to vary across sectors. In the
lines of Kehoe et al. [2018], the balanced growth path we have in mind is one where sectoral productivity
growth rates must eventually be equal. Indeed, the data reveals an asymptotic (and hump-shaped) but very
persistent convergence of traded toward non-traded TFP productivity growth which started in the 90s. This
convergence is consistent with our identifying assumption since it is a very lengthy process. Panel unit root
tests reported in Appendix N.1 show clearly that time series for the ratio of traded to non-traded TFP are
I(1), thus confirming that the convergence process is far from being completed.

228ince we assume HNTC at the initial steady-state, i.e., Z7 = A7 = B’ log-linearization of (28) implies
that the terms involving changes in labor and capital income shares cancel out.
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equalizes the rates of return on domestic equities and foreign bonds, r*, once we have sub-
stituted appropriate first-order conditions. Equations (33c) are the law of motion of labor-
and capital-augmenting efficiency, respectively, in sector j. Linearizing (33a)-(33b) around
the steady-state and denoting by w,i the kth element of eigenvector w’ related to eigenvalue
v;, the general solution that characterizes the adjustment toward the new steady-state can
be written as follows: V() =V = Z?:1 w'D;e"it where V is the vector of state and control
variables. Denoting the positive eigenvalue by v5 > 0, we set Dy = 0 to eliminate explosive
paths and determine the five arbitrary constants D; (with i = 1,...,6, i # 2) by using the
five initial conditions, i.e., K (0) = Ko, A7(0) = A}, and B7(0) = B} for j = H, N.

Using the properties of constant returns to scale in production, identities Po(t)C(t) =
2o PI)CI(t) and Py(t)J(t) = >, P9(t)J9(t) (with g = F,H,N) along with market
clearing conditions (29), the current account equation (12) can be rewritten as a function

of the trade balance (last two terms on the RHS of the equation below):
N(t)=r*N(t)+ PT(&) X" (t) - M"(t), (34)

where M (t) = CF(t) + J¥(t) stands for imports of foreign-produced consumption and
investment goods. Eq. (34) can be written as a function of state and control variables,
ie, N(t) = r*N(t) + Z (K (1), Q(t), A”(t), BH(t), AN (t), BN (t)). Linearizing around the
steady-state, inserting the solutions for K (t), Q(t) together with (33c), solving and invoking
the transversality condition, yields the solution for traded bonds:

6
Nt)-N= > oy, (35)
i=1,i#2

E;D; : _ = i - i - 7 = 7 = 7 = 7. :
=L with By = Egw] + Bqws; + Eqnws + Eprnw) + Eanvws + Epnvwg; partial

where ®f, = 2
derivatives of Z w.r.t. K, Q, A7, BJ, are evaluated at the steady-state. Eq. (35) gives the
trajectory for N(¢) consistent with the intertemporal solvency condition:

6
N-No= ) &k. (36)
i=1,i#2

4 Quantitative Analysis

In this section, we take the model to the data. For this purpose we solve the model
numerically.?? Therefore, first we discuss parameter values before turning to the effects of

a technology shock biased toward the traded sector.
4.1 Calibration

To ensure that the steady-state is invariant when o/ is changed, we normalize (23) by

choosing the initial steady-state in a model with Cobb-Douglas production functions as

23Technically, the assumption = r* requires the joint determination of the transition and the steady
state since the constancy of the marginal utility of wealth implies that the intertemporal solvency condition
(36) depends on eigenvalues’ and eigenvectors’ elements, see e.g., Turnovsky [1997].
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the normalization point. Because we consider the initial steady-state with Cobb-Douglas
production functions as the normalization point, we have to calibrate this model to the
data. To calibrate the reference model, we estimated a set of ratios and parameters for
the seventeen OECD economies in our dataset. Our reference period for the calibration
corresponds to the period 1970-2013. Table 6 in Online Appendix L.1 summarizes our

estimates of the ratios and estimated parameters for all countries in our sample.?*

We first calibrate the model to a representative OECD country and investigate whether
the model can account for the evidence we document empirically when one parameter at
a time is modified. Later, we move a step further and calibrate the model to country-
specific data and explore whether the model can rationalize our empirical findings once
we let all parameters of interest vary across countries. To capture the key properties of
a typical OECD economy, we take unweighted average values of ratios which are shown
in the last line of Table 6. Among the 24 parameters that the model contains, 18 have
empirical counterparts while the remaining 6 parameters, i.e., ¢, ¢, o, 9, 6 together
with initial conditions (Ny, K() must be endogenously calibrated to match ratios 1 — a(,
1—ay, afl, a?, %, wy, and vyx = % with NX = PHXH — CF — I¥. More details
about the calibration procedure can be found in Online Appendix P. We choose the model
period to be one year and set the world interest rate, r*, which is equal to the subjective

time discount rate, 3, to 4%. Table 7 in Online Appendix L.1 summarizes the parameter

values.

The degree of labor mobility which is measured by the elasticity of labor supply across
sectors, €, is set to 1.6 to allow the model to replicate the long-run wage differential we
document empirically for tradables and non-tradables (see Fig. 3(h)). As summarized in
column 16 of Table 6, our panel data estimates of € over the period 1970-2013 range from
a low of 0.01 for Norway to a high of 3.2 for the U.S. and thus a value of 1.6 is halfway

between these two estimates.2

Following Stockman and Tesar [1995], we choose a value for the elasticity of substitution
¢ between traded and non-traded goods of 0.44 which is the value commonly used in the
international RBC literature. This value falls in the range of our panel data estimates for the
whole sample which vary between 0.66 and 0.33 depending on whether the testable equation
includes or not a country-specific linear time trend.?® The weight of consumption in non-
tradables 1 — ¢ is set to target a non-tradable content in total consumption expenditure
(i.e., 1 — a¢) of 53%, in line with the average of our estimates. Following Backus et al.

[1994], we set the elasticity of substitution, p, in consumption between home- and foreign-

24Government spending on traded GT and non-traded goods G are considered for calibration purposes.

25Details of derivation of the equation we explore empirically can be found in Online Appendix M.3 while
panel data estimations are shown in Online Appendix L.4.

26The Online Appendix L.4 shows our panel data estimations of ¢. The Online Appendix M.2 details the
steps of derivation of the testable equation.
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produced traded goods (inputs) to 1.5.27 The weight of consumption in home-produced
traded goods ¢! is set to target a home content of consumption expenditure in tradables
(i.e. aff) of 77%, in line with the average of our estimates.

While an elasticity of intertemporal substitution around one is a typical choice in the
business cycle literature, we choose a value of two for o¢ in line with estimates documented
by Gruber [2013]. As is well known (and demonstrated analytically in Online Appendix
0O), when o¢ = 1, the wealth and substitution effect cancel out and total hours worked
remain unresponsive to a technology shock. A value of two mitigates the negative impact
of the wealth effect on labor supply and enables us to generate a positive response of total
hours worked to the shock on impact in line with our evidence.?® Based on estimates of the
macro Frisch elasticity of labor supply documented by Peterman [2016], we set o7, to 1.6;
this value enables us to generate the increase in total hours worked by 0.09% we estimate
empirically on impact (see Fig. 14(a) in Online Appendix L.2).2? The weight of labor

supply to the non-traded sector, 1 — 19, is set to 0.6 to target a share of non-tradables in

total hours worked of 63% in line with our estimates.

We now describe the calibration of production-side parameters. We assume that physical
capital depreciates at a rate dx = 9.3% to target an investment-GDP ratio of 24%. In line
with our estimates, the shares of labor income in traded and non-traded value added, sf
and sg , are set to 0.63 and 0.68, respectively, which leads to an aggregate LIS of 66%.
We consider an initial steady-state with HNTC and normalize A7 = BY = ZJ to 1. We
set the elasticity of substitution, ¢, between JT and JV to 1, in line with the empirical
findings documented by Bems [2008] for OECD countries. Further, the weight of non-traded
investment (1 — ¢y) is set to target a non-tradable content of investment expenditure of
62%. Likewise for consumption goods, following Backus et al. [1994], we set the elasticity
of substitution, py, in investment between home- and foreign-produced traded inputs to
1.5. The weight of home-produced traded investment ¢ is set to 0.62 to target a home
content of investment expenditure in tradables (i.e. off) of 51%. We choose the value of
parameter x so that the elasticity of I/K with respect to Tobin’s q, i.e., Q/Py, is equal to
the value implied by estimates in Eberly, Rebelo, and Vincent [2008]. The resulting value

of k is equal to 17.30

2"In line with the bulk of the international RBC literature, we set p = 1.5 instead of choosing a value of
3 as suggested by Bajzik et al. [2020].

28When we restrict attention to the period 1970-2007, we find that total hours worked are unresponsive
to asymmetric technology shocks across sectors and thus a value of 1 for the intertemporal elasticity of
substitution (IES) squares well with our evidence over this period. Since we find that total hours worked
increase significantly following a shock to a productivity differential, the positive response is caused by the
period 2007-2013. During this period, the value for the IES has increased sharply, as suggested by the
empirical study by Cundy [2018] who reports a value of 2.8 for the IES between 2009 and 2014. A rationale
behind the rise in total hours worked following an increase in traded relative to non-traded TFP is that
during and/or in the aftermath of the Great Recession, the relative productivity of tradables and total hours
worked have been reduced dramatically, thus reinforcing the positive relationship between the two variables.

2The estimates of the macro Frisch elasticity of labor supply documented by Peterman [2016] vary
between 1.5 and 1.75 for the population aged between 20 and 55, and between 20 and 60, respectively.

30Eberly, Rebelo, and Vincent [2008] run the regression I/K = o+ 3 .In(g) and obtain a point estimate
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We set government spending on non-traded goods GV and traded goods G” so as to
yield a non-tradable share of government spending, wgn, of 90%, and government spending
as a share of GDP, wg, of 20%. While Comtrade database from the United Nations [2017]
enables us to breakdown imports into capital and consumption goods, we cannot differen-
tiate between government and households purchases. We assume that the government does

not import goods from abroad and thus set G = 0.

We choose initial conditions so that trade is initially balanced. Since net exports are
nil, the investment-to-GDP ratio, wy, and government spending as a share of GDP, wg,
implies a consumption-to-GDP ratio of we = 56%. It is worth mentioning that the tradable
content of GDP is endogenously determined by the tradable content of consumption, ac,
investment, oy, and government expenditure, wgr, along with we, wy, and wg. More
precisely, dividing the traded goods market clearing condition by GDP, Y, leads to an

expression that allows us to calculate the tradable content of GDP:
PEYH )Y = woac +wyay + worwe = 38%, (37)

where we = 56%, ac = 47%, wy = 24%, ay = 38%, war = 10%, and wg = 20%. According
to (37), the ratios we target for demand components generates a tradable content of GDP
of 38% close to 39% found in the data (see the last line of column 1 of Table 6).3! Finally,
building on structural estimates of the price elasticities of aggregate exports documented
by Imbs and Mejean [2015], we set the export price elasticity, ¢x, to 1.7 in the baseline
calibration (see last column of Table 6). Because trade is balanced, export as a share of
GDP, wx = PHXH /Y is endogenously determined by the import content of consumption,

1—af

, and investment expenditure, 1 — af , along with we and w.

Since the model with Cobb-Douglas production functions is the normalization point,
when we calibrate the model with CES production functions, ¢, ¢, ¢, 2, 9, 65, Ny, Ky
are endogenously set to target 1 — ac, 1 — ay, a’, 075{, [_/N/E, @y, Onx, K, respectively,
where a bar indicates that the ratio is obtained from the Cobb-Douglas economy, see Online
Appendix P.3 which provides more details. Drawing on Antras [2004], we estimate the

elasticity of substitution between capital and labor for tradables and non-tradables and set

ol and oV, to 0.69 and 0.72 (see the last line of columns 17 and 18 of Table 6).

4.2 Factor-Augmenting Efficiency and Sectoral TFP Dynamics

Since our VAR evidence documented in subsection 2.3 reveals that technological change

is factor-biased, we need to set the dynamics for factor efficiency, B’(t) and A7(t). We

for B of 0.06. In our model, the steady-state elasticity of I/K with respect to Tobin’s q is 1/k. Equating
1/k to 0.06 gives a value for x of 17.

31The cause of the slight discrepancy in the estimated tradable content of GDP is due to different nomen-
clatures for valued added by industry and for expenditure in consumption, investment, government expen-
diture. See Online Appendices K and L.1 for the classification of value added and its demand components
as tradables vs. non-tradables, respectively.
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first derive the change in capital relative to labor efficiency, by log-linearizing (25) which

describes the demand for factors of production:

ol . .

1 — i S (t) - kj(t)7 (38)

(B - Ai)) =

all variables being expressed in percentage deviation from the initial steady-state. Next,
given the adjustment of relative capital efficiency inferred from (38), we have to determine
the dynamics of B7(t) and A’(t) consistent with the dynamics of sectoral TFP we estimate
empirically. Log-linearizing the technology frontier (28) in the neighborhood of the initial
steady-state leads to Z7(t) = siflj (t) + (1 - st> BI(t). The latter equation together with

(38) can be solved for labor and capital-augmenting efficiency:3?

Al(ty=29(t) - (1 - Sji) K ” > SI(t) — kI (t)] : (39a)

Bi(t)y=27(t) + 5, K : fjaj) SI(t) — i%f(t)] : (39b)

Plugging estimated values for 0/ and empirically estimated responses for si(t) and K’ (t)
(see Fig. 4), Z/(t) (see Fig. 3(e)), into the above equations enables us to recover the
dynamics for A7(t) and B(t) consistent with the demand of factors of production (38) and
adjustment of sectoral TFPs. In this regard, the route taken to infer A7(t) and BJ(t) from
(39a)-(39b) shares some similarities with a wedge analysis.

Once we have determined the underlying dynamic process for labor and capital efficiency
by using (39), we have to choose values for exogenous parameters @/, b’, and ¢/, which are

consistent with the law of motion (31). We choose a’, b’ by setting ¢t = 0 into (31) which

yields @/ = — </l] - AJ(O)), and b = ( ) Making use of the time series
generated by (39a) and (39b) gives us a” = —0.029840, b" = —0.202769, a” = 0.234035,
bN = —0.500629. By using the fact that z/ = s]LELJ + (1 - st> b (see eq. (32)), we have
ZH = —0.093566 and z¥ = 0.000164 for the parameters governing the gap which must

be fulfilled when sectoral TFP converges toward its long-run equilibrium. To determine
the value for the speed of adjustment of sectoral TFP, we solve (32) for ¢/, ie., & =

11 ( ()-_ZA]'); setting ¢t = 3 leads to ¢ = 0.570885 for the traded sector and &V =

7
1.166821 for the non-traded sector which gives us the best fit of the response of Z7 (t)
estimated empirically. Once we have the dynamic paths for Z(t) and ZV(t), we can
compute the dynamics for the shock to the TFP differential between tradables and non-
tradables (see eq. (3)):

A~

Z(t) =aZ"(t) —bZN (1), (40)

where Z(00) = Z = aZ™" —bZ" is normalized to 1% in the long-run.

32In Online Appendix P.4, we contrast FBTC? estimated empirically (in subsection 2.4) with FBTC in
sector j recovered from (39a)-(39b), i.e., FBTC/ = =92 "7 (BJ( ) — /lj(t)>. The cross-country correlation

between the two series is 0.95 and 0.94 for tradables and non-tradables on impact, and 0.90 and 0.97 in the
long-run.
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In Fig. 11 which is relegated to Online Appendix I for reason of space, we contrast the
empirical response functions (shown in blue lines) of the TFP differential between tradables
and non-tradables as well as sectoral TFPs with the theoretical response functions (shown
in black lines with squares) generated by the law of motion (31)-(32) together with (40). As
can be seen in Fig. 11, the theoretical responses perform well in reproducing the evidence
and thus the dynamic equations (31)-(32) which govern the adjustment of factor-augmenting

efficiency and Z/(t) are consistent with data.

4.3 Reallocation and Redistributive Effects: Model Performance

In this subsection, we analyze the role of FBTC, terms of trade, imperfect mobility of
labor, and financial openness in shaping the reallocation and redistributive effects in an
open economy in response to a 1% permanent increase in TFP of tradables relative to
TFP of non-tradables. In order to assess quantitatively the role of each ingredient in
driving the sectoral effects of a technology shock biased toward tradables, we report results
from restricted versions of the baseline model. These restricted versions collapse to the
international RBC model by Fernandez de Cérdoba and Kehoe [2000] (FK henceforth) who

consider variants of a small open economy setup with tradables and non-tradables.

In Table 1, we report the simulated impact (i.e., at ¢ = 0) and long-run (i.e., at t = 10)
effects. While columns 1 and 7 show impact and long-run responses from our VAR model
for comparison purposes, columns 2 and 8 show results for the baseline model. Columns
5 and 11 display results for a restricted version of our model which collapses to the FK
model with capital adjustment costs. In this restricted model, we impose perfect mobility
of labor, exogenous terms of trade and Cobb-Douglas production functions. In the next
columns, we add one ingredient at a time. In columns 4 and 10, we consider the same model
except that we allow for imperfect mobility of labor across sectors (i.e., we set € = 1.6).
This version collapses to the FK model with capital adjustment as well as labor mobility
costs. In columns 3 and 9, we allow for imperfect mobility of labor and endogenous terms
of trade (i.e., we set p = p;y = 1.5). We also allow for CES production functions while
assuming HNTC. In columns 6 and 12, we consider the same model as in columns 3 and 9,
and choose a value of ¢ which neutralizes the incentives for labor reallocation. We consider
this scenario to stress the role of financial openness in driving the results since in a model
abstracting from international capital flows, a value of ¢ = 1 is sufficient to shut down the

movement of labor between sectors.

Restricted model: perfect mobility of labor, exogenous terms of trade and
HNTC. In columns 5 and 11, we consider a restricted model imposing perfect mobility
of labor across sectors (i.e., we set € — 00), exogenous terms of trade (i.e., we let p and
py tend toward oo) and Cobb-Douglas production functions. When we contrast VAR

evidence reported in column 1 with numerical results displayed by column 5, we find that
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the restricted model can generate qualitatively the sectoral effects we estimate empirically
but fails to account for their magnitude. A direct implication of abstracting from labor
mobility costs is that the model cannot account for the sectoral wage differential which
materializes after one year (see the last two rows of panel B of Table 1). When labor
mobility costs are absent and terms of trade remain fixed, the restricted model considerably

L.H js almost six times

overstates the decline in the labor share of tradables. The fall in v
larger to what we estimate empirically on impact (i.e., -0.22% vs. -0.04% in the data, see
the first row of panel B). As a result, the model predicts a dramatic fall in traded hours
worked (-0.23% vs. -0.01% in the data) and considerably understates the rise in traded
value added (0.05% against 0.24% in the data). By overestimating the reallocation of labor
toward the non-traded sector, the model overpredicts the rise in LY (0.21% vs. 0.10% in the
data, see panel A) as well as in YV (0.11% vs. 0.01% in the data). The excess demand for
non-traded goods is thus mitigated which leads the model to predict an appreciation in the
relative price of non-tradables (see panel C of Table 1) by 0.90% below what is estimated
empirically (0.99%).

Restricted model: Exogenous terms of trade and HNTC. Columns 4 and 10
show results for the same restricted model as above except that we allow for imperfect
mobility of labor across sectors (i.e., we set € = 1.6). As expected, labor mobility costs
substantially hamper the reallocation of labor away from the traded sector. More specifi-
cally, as shown in the first row of panel B, labor mobility costs almost halve the fall in the
labor share of tradables, i.e., dv™H(0) = —0.12% instead of -0.22% in a model imposing
perfect mobility of labor. However, the decline in %7(0) is still three time larger to what
is estimated empirically. The reason is that keeping P fixed leads the model to overstate
the demand boom for non-tradables, as reflected in an appreciation in the relative price of
non-tradables by 1.1% above what is estimated empirically (0.99% in the data, see the first
row of panel C of Table 1). Because the model imposing p — oo overstates considerably the
shift of labor between sectors, it considerably understates the rise in traded value added
(see the third row of panel A of Table 1) and thus the increase in the value added share of

tradables (see the second row of panel B of Table 1, i.e., dv¥"¥(0)).

Restricted model: HNTC. In columns 3 and 9 of Table 1, we consider a model
with endogenous terms of trade and labor mobility costs together with CES production
functions. While the latter ingredient has no impact on results because we impose HNTC,
the combination of the adjustment in the relative price of home-produced traded goods and
imperfect mobility of labor improves the performance of the model. Overall, on impact, the
model assuming HNTC performs as well as the baseline model, except for the reallocation
of labor and the responses of LISs. To have a clearer picture of the performance of the
model imposing HNTC, it is useful to start with the redistributive effects shown in panel

D of Table 1. Contrasting the long-run responses for k&’ and si (column 9) with responses
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estimated empirically (column 7) reveals that a model assuming HNTC significantly over-
states the demand for capital in both sectors (e.g., EH = —0.02% instead of -0.14% in the
data). Because the traded sector experiences a capital outflow which drives down k¥, if
technological change were HNTC, the trade LIS should fall. Instead, we find empirically
that sf increases by 0.10%. As discussed below, the model can generate an increase in
sectoral LISs once we allow for technological change biased towards labor. As can be seen
in columns 3 and 9 of Table 1, the model imposing HNTC also overstates the fall in the

labor share of tradables (see the first row of panel B, i.e., dv™).

Implications of financial openness. Before turning to the baseline model with
FBTC, in columns 6 and 12, we assume HN'TC and set the elasticity of substitution between
traded and non-traded goods, ¢, to 1.2 instead of 0.44. This value is such that the labor

LH  remains unchanged on impact, as can be seen in the first row of

share of tradables, v
panel B, and thus there is no labor reallocation between the two sectors. Interestingly, this
threshold value of 1.2 for ¢ is higher than the value of 1 in a closed economy setup, see
e.g., Ngai and Pissarides [2007]. As demonstrated analytically in the Online Appendix O.1,
this threshold value of 1 also holds in an open economy setup without capital since the net

foreign asset position remains fixed so that v

increases only when ¢ is above one. By
contrast, in an open economy setup with capital accumulation, the threshold value for ¢ is
higher. Intuitively, access to foreign borrowing allows households to increase consumption
and to avoid a large increase in labor supply which amplifies the excess demand for non-
traded goods because traded goods can be imported. International capital flows thus further
bias the reallocation of labor toward the non-traded sector. Note that we impose HNTC

in columns 6 and 12 to shut down the effect of FBTC and thus to isolate the pure effect

caused by financial openness.

Baseline model. We now assess the ability of the baseline model with imperfect
mobility of labor, endogenous terms of trade and FBTC to account for our evidence on
the reallocation and redistributive effects summarized in column 2 (impact effects) and
column 8 (long-run effects) of Table 1. To begin with, as can be seen in panel A of Table
1, the baseline model is able to account for the sectoral composition effects we estimate
empirically. First, as in the data, the traded sector drives real GDP growth since Y and
YN increases by 0.22% and 0.01% of GDP, respectively, close to our VAR evidence (0.24%
and 0.01%, resp.). Conversely, the non-traded sector drives the rise in total hours worked
as L remains unresponsive on impact and LY rises by 0.11% of total hours worked, in
line with our empirical findings (-0.01% for LY and 0.10% for LY). As can be seen in
panel C, incentives for increasing LY are brought about by an appreciation in the relative
price of non-tradables (i.e., 0.97% at ¢ = 0 and 1.08% at t = 10) which is larger than the
productivity differential, in accordance with our estimates (0.99% at t = 0 and 1.06% at

t = 10), as a result of ¢ < 1 and capital inflows.
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The labor outflow experienced by the traded sector is mitigated however by the fall in
the relative price of home-produced traded goods brought about by the excess supply for
domestically produced traded goods. Panel C shows that the terms of trade deteriorate
by 0.27% on impact (0.41% in the data) and 0.37% in the long-run (0.44% in the data).
Since home- and foreign-produced traded goods are high substitutes, the terms of trade
deterioration stimulates hiring by traded firms. The reallocation of labor toward the non-
traded sector is further mitigated by the presence of labor mobility costs. As can be seen in
panel B, non-traded firms pay higher wages to encourage workers to shift, thus producing
a positive wage differential for non-tradables and a negative wage differential for tradables,

close to our estimates, especially in the long-run (see column 8).

As can be seen in panel B, the model generates a decline in the share of tradables in

LHY by the same amount that is estimated empirically (i.e., 0.04%

total hours worked (i.e., v
of total hours worked). The reason is that technological change is more biased toward labor
in the traded than in the non-traded sector which has a positive impact on labor demand in
the former sector and thus hampers the shift of labor toward the non-traded sector. Labor
reallocation accounts for 38% (43% in the data) of the rise in non-traded hours worked on

impact. In the long-run, the contribution of the shift of labor is lower at 33% (34% in the
data).

In addition to producing a labor outflow, the large appreciation in P = P /PH also
drives capital out of the traded sector. Since labor is subject to mobility costs and tech-
nological change is biased toward labor, the capital-labor ratio, k¥, falls substantially (see
panel D). If capital and labor were immobile across sectors, the change in the value added
share of tradables would collapse to dv¥-H = p¥>H (1 — I/Y’H) (ZH — ZN) Since V' = 0.4
approximately and the productivity differential is 1% in the long-run, a back of the envelope
calculation indicates that v¥*# would increase by 0.24% of GDP in the long-run.?® As can
be seen in the last line of panel B, the reallocation of productive resources away from the
traded sector mitigates the rise in v¥*# which increases by 0.16% (0.14% in the data) of
GDP only.

Dynamics. While in Table 1, we restrict our attention to impact and long-run re-
sponses, in Fig. 7, we contrast theoretical (displayed by solid black lines with squares) with
empirical (displayed by solid blue lines) dynamic responses. In each panel, the responses
display the point estimate of the VAR model, with the shaded area indicating the 90%
confidence bounds. We also contrast theoretical responses from the baseline model with
the predictions of the Ferndndez de Cérdoba and Kehoe [2000] model which includes fric-
tions in factor mobility between sectors (generated by capital adjustment as well as labor

mobility costs). The results for the FK model which shuts down the terms of trade channel

33Note that a and b are close to 1 for the whole sample and thus 1% = aZB —pzN ~ ZH _ ZN,
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Figure 7: Sectoral Effects of a Permanent Technology Shock Biased Toward Tradables:
Model vs. Data. Notes: Solid blue lines display point estimates of VAR model with shaded area indicating
90% confidence bounds; solid black lines with squares display baseline model predictions, i.e., when we allow for
IML (e = 1.6), endogenous terms of trade (p = p; = 1.5), gross complementarity between capital and labor in
production (i.e., o =0.687, N = 0.716), and technological change biased toward labor, i.e., FBTCH = 0.58% and
FBTCY = 0.36% in the long-run; dashed red lines show predictions of a restricted model where terms of trade are
exogenous and technological change is Hicks-neutral.

and imposes HNTC are shown in dashed red lines.

By abstracting from endogenous terms of trade and FBTC, the restricted (i.e., FK)
model fails to account for the evidence along a number of dimensions. It overpredicts the
wage differential, understates the decline in the traded capital-labor ratio, overstates the
decline in the labor share of tradables and as displayed by the last column, it cannot account

for the rise in LISs.

The performance of the model increases once we allow for endogenous terms of trade,
CES production functions together with FBTC. As shown by the solid black line with
squares in Fig. 7, the dynamics of relative prices and the sectoral wage differential which
materializes after one year are captured fairly well by the baseline model (see the first
column). The increase in the productivity differential over time further appreciates the
relative price of non-tradables, PV /PH  and amplifies the terms of trade deterioration.
The time-increasing appreciation in PV /P has an expansionary effect on L as displayed
by Fig. 7(g) while L remains unresponsive (see Fig. 7(c)). Despite the fact that labor
keeps on shifting toward the non-traded sector as can be seen in the lower part of Fig. 7(f),

Y,H

the rise in the productivity of tradables prevents the value added share of tradables, v*+"*,

from declining (see the upper part of Fig. 7(f)).

As can be seen in Fig. 7(b), the combined effect of the rise in capital relative to labor

efficiency and the gross complementarity between capital and labor in production generates
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an expansionary effect on labor demand in both sectors which amplifies the decline in
k3% As can be seen in Fig. 7(d) and Fig. 7(h), technological change biased toward labor
dominates and overturns the negative impact on LISs caused by the fall in k¥ (and k),

which leads the baseline model to reproduce well the dynamics of LISs in both sectors.

4.4 Redistributive and Reallocation Effects across Countries: Model vs.
Data

We now move a step further and calibrate our model to country-specific data. Our objective
is to assess the ability of our baseline model to account for the cross-country dispersion in
the reallocation and redistributive effects we estimate empirically by shedding some light

on the role of FBTC.

Calibration to country-specific data. To conduct this analysis, we calibrate our
model to match key ratios of the 17 OECD economies in our sample, as summarized in
Table 6 in Online Appendix L.1, while €, ¢, 07, ¢x are set in accordance with estimates
shown in the last five columns of Table 6. As discussed in subsection 4.1, we consider
the initial steady-state with Cobb-Douglas production functions as the normalization point
and calibrate the reference model to the data; ¢, ¢, o, 1 ¥, 6k together with initial
conditions need to be endogenously calibrated to target 1 — ac, 1 — ay, af, a?, %, wy,
and vy x = 0 (see subsection 4.1); we also choose values for the LIS, SJL, in accordance with
our estimates shown in columns 10 and 11 of Table 6; wgnv and wg are chosen to match the
non-tradable content of government spending and the share of government spending in GDP
(see columns 4 and 14, respectively, of Table 6). The remaining parameters, i.e., or, o¢,
0, &7, pJ, k take the same values as those summarized in Table 7 in Online Appendix L.1.
To compute FBTC, we proceed as in subsection 4.2 except that to estimate (39a)-(39b),
we use country-specific estimates of ¢/ and country-specific estimated responses of si(t),
kI (t), Z7(t). Once we have recovered time series for FBTC in sector j = H, N for each
country, we choose parameters @’ and &’ by setting ¢t = 0 into (31) and we choose parameter
¢ by choosing time ¢ in eq. (32) which gives the best fit of sectoral TFP dynamics to the
data. Once the model is calibrated, we estimate numerically the effects of a 1% permanent

increase in traded relative to non-traded TFP.

Redistributive effects across countries. We first assess the ability of the model to
account for the cross-country dispersion in the responses of LISs we estimate empirically.
In the first column of Fig 8, we plot impact responses of the ratio of factor income shares,
S7, we estimate empirically (vertical axis) against impact responses of S7 we compute

35

numerically (horizontal axis).”> To have a sense of the importance of FBTC in driving

34For reason of space, we restrict attention to £ in the main text. In Online Appendix I, we contrast the
model predictions with empirical estimates for k. The model imposing fixed terms of trade and HNTC
predicts a rise in kN (instead of a decline). In contrast, in line with the evidence, the baseline model gives
rise to a declining path for k™.

35To save space, we plot the long-run responses of LISs against the long-run responses of FBTC in Online
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Figure 8: Cross-Country Relationships under FBTC and HNTC Hypothesis: Model vs.
Data. Notes: The first two columns of Fig. 8 plot impact responses of LIS and sectoral shares estimated empirically

on the vertical axis against the responses of the corresponding variables computed numerically. In each panel, we
contrast the predictions from a model imposing HNTC shown in red triangles with the predictions of the baseline
model assuming FBTC shown in black squares. The red trend line shows the fit of the model to the data when imposing
HNTC while the black trend line shows the fit of the model to the data when assuming FBTC. The last column plots
the change in labor reallocation caused by sector differences in FBTC (vertical axis) against the differential in FBTC
between tradables and non-tradables (horizontal axis) on impact and in the long-run, respectively.
the cross-country redistributive effects, we contrast the model predictions when we impose
HNTC which are displayed by red triangles with the model predictions when assuming
. . - A 8t
FBTC shown in black squares. It is worth mentioning that S7(t) = 1L—(J) and thus the
—s7
response of S/ is similar to that of the LIS which is scaled by the capital income share. As
it stands out, a model imposing HNTC cannot account for international differences in the
responses of sectoral LISs. Intuitively, the shifts of capital between sectors generated by a
model imposing HNTC are not large enough on their own to reproduce the cross-country
dispersion in the responses of LISs. Conversely, by influencing sectoral LISs directly and
indirectly through the shifts of capital, the baseline model with FBTC is able to generate
a wide cross-country dispersion in the responses of LISs which fits well the data as the

correlation between model predictions and the data is 0.99 for the traded sector and 0.97
for the non-traded sector.

Reallocation effects across countries. In the second column of Fig. 8, we plot
impact responses of the value added share of non-tradables and the labor share of tradables,
respectively, we estimate empirically (vertical axis) against impact responses of the same
variables we compute numerically (horizontal axis). Black squares show model predictions

when we allow for FBTC while red triangles shows model predictions when we impose

Appendix Q.2 and find a similar conclusion at a longer horizon.
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HNTC. The red trend line shows the fit of the model to the data when imposing HNTC
and the black trend line shows the model fit when we assume FBTC. Inspection of trend lines
in Fig. 8(b) reveals that both models (i.e., with either HNTC or FBTC) reproduce well the
cross-country dispersion in the responses of v¥'V. This finding suggests that international
differences in the responses of sectoral value added shares are mostly driven by international
differences in the elasticity of substitution between traded and non-traded goods (i.e., ¢)

and sectoral TFP shocks (which we allow to vary across countries).

Conversely, we reach a different conclusion in Fig. 8(e) which plots responses of the
labor share of tradables we estimate empirically against those we compute numerically.
As is evident from trend lines, the ability of the model to account for the cross-country
dispersion in the responses of v is higher when we allow for FBTC (as shown in the
black trend line). The correlation between numerical and empirical estimates stands at
0.76 with FBTC and falls to 0.35 when we shut down this feature. Intuitively, a sectoral
differential in FBTC modifies sectoral labor demand and thus either amplifies or mitigates
the shift of labor across two sectors in a way that increases the ability of the baseline model
to account for the cross-country dispersion in the reallocation effects. One most prominent
example is Germany which experiences technological change biased toward capital in the
traded sector and technological change biased toward labor in the non-traded sector. The
former lowers labor demand in the traded sector while the latter stimulates labor demand
in the non-traded sector. The shift of labor toward the non-traded sector is thus amplified
which allows the baseline model to generate a decline in v by 0.12% close to our estimates
L.H

(i.e., -0.15%). Conversely, a model imposing HNTC produces a decline in v which is

more than three times smaller to what we estimate empirically.

Reduction or amplification of labor reallocation caused by sector differences
in FBTC. The differential in FBTC between tradables and non-tradables varies consid-
erably across countries and influences the shift of labor across sectors. To give a sense
of the variation of labor reallocation caused by sector differences in FBTC, we compute
the difference in the change in the labor share of tradables, dv™" (t), between the baseline
model assuming FBTC and a model imposing HNTC. Fig. 8(c) and Fig. 8(f) plot the
reduction or the excess of labor reallocation caused by sector differences in FBTC (verti-
cal axis) against the differential in FBTC between tradables and non-tradables (horizontal
axis) on impact and in the long-run, respectively. For countries which lie in the south-east,
technological change is more biased toward labor in the traded than the non-traded sector
(i.e., FBTC? — FBTCY > 0) which in turn reduces labor reallocation (compared with a
model imposing HNTC). The reduction in labor reallocation averages 0.013% and 0.023%
of total hours worked on impact and in the long-run, respectively. These declines represent
40% and 60%, respectively, of the (cross-country average) change in v/, Conversely, for

countries which lie in the north-west, technological change is more biased toward labor in
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the non-traded than in the traded sector (i.e., FBTCH —~FBTC¥ < 0). For these economies,
the decline in the labor share of tradables doubles as a result of the differential in FBTC

between sectors.

5 Conclusion

Motivated by the evidence documented by Foerster et al. [2011] and Garin et al. [2018],
we explore the labor market effects caused by asymmetric technology shocks across sectors
in an open economy setup. To conduct this analysis, we use a panel of 17 OECD countries
over 1970-2013 and adopt the identification approach of technology shocks proposed by
Gali [1999]. Since we consider an open economy, we differentiate between a traded and
a non-traded sector. When we estimate the effects of a technology shock which increases
permanently traded relative to non-traded TFP, our evidence reveals that the non-traded
sector alone drives total hours worked growth; 35% of the rise in non-traded hours worked is
attributable to the reallocation of labor on average which lowers the labor share of tradables

by 0.05 percentage point of total hours worked.

To rationalize our VAR evidence, we put forward an open economy version of the neo-
classical model with tradables and non-tradables. Our quantitative analysis reveals that
the low substitutability between traded and non-traded goods in consumption and financial
openness leads the model to substantially overstate the decline in the labor share of trad-
ables. To account for the magnitude of the reallocation effects we document empirically, we
consider three key elements. Like Kehoe and Ruhl [2009], we allow for endogenous terms
of trade. Since domestically and foreign-produced traded goods are gross substitutes, the
terms of trade deterioration stimulates hiring in the traded sector and thus curbs the shift
of labor toward the non-traded sector. The second element is labor mobility costs which
strengthen the terms of trade channel by further hampering labor reallocation.

We put forward FBTC as a third key ingredient. Adapting the methodology of Caselli
and Coleman [2006] to our setup, we use the demand of inputs and our estimates of the
elasticity of substitution between capital and labor to construct time series for FBTC.
Our VAR estimates reveal that technological change is biased toward labor in both sectors
following a shock to traded relative to non-traded TFP which is consistent with the rise
in sectoral LISs we find in the data. Once we include the three aforementioned elements,
the model reproduces well the labor market effects we estimate empirically for the whole
sample.

Taking advantage of the panel data dimension of our sample, we detect empirically a
strong and positive cross-country relationship between the responses of sectoral LISs and
factor-biased technological shifts. When focusing on the reallocation effects, we find empir-

ically that countries where technological change is more biased toward labor in the traded
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than the non-traded sector experience a smaller decline in the labor share of tradables.
When we calibrate the model to country-specific data, our model can account for the cross-
country redistributive and reallocation effects we estimate empirically once we let FBTC

vary across sectors and between countries.

We view our analysis of asymmetric technology shocks across sectors as a step toward
a better understanding of the labor market effects of aggregate technology shocks which
can be viewed as a combination of symmetric and asymmetric technology shocks across
sectors. By providing incentives to hire in non-traded firms, and all the more so in countries
where technological change is biased toward labor, asymmetric technology shocks have a
positive impact on total hours worked because the non-traded sector accounts for two-third
of labor in OECD countries. By contrast, by reducing dramatically the relative price of
non-tradables (as a result of the gross complementarity between traded and non-traded
goods) and thus the demand for labor in the non-traded sector, symmetric technology
shocks exert a negative impact on total hours worked. In this regard, we may expect the
growing importance of asymmetric technology shocks to increase the response of aggregate
hours worked to a technology shock over time, a finding documented by Gali and Gambetti

[2009], Cantore et al. [2017].
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A Labor Share and Relative Productivity: Empirical Facts
for Selected Countries

While in the introduction of the main text, we restrict attention to our sample of seventeen OECD
countries by considering the unweighted sum of time series of the labor share and the relative
productivity, in this subsection, we show evidence for selected OECD countries as well as for the
whole sample when sectoral TFPs and the labor share of tradables are calculated as the working
age population weighted sum of the seventeen OECD countries

As a result of the importance of asymmetric shocks for economic fluctuations during the great
moderation, we expect cyclical components of the relative productivity of tradables and the traded
goods-sector share of total hours worked to be more correlated over the post-1984 period than from
1970 to 1983 for the United States. To explore this hypothesis, we plot in Fig. 9(a) the detrended
(logged) ratio of traded to non-traded TFP (displayed by the blue line) and the detrended labor
share of tradables (displayed by the black line) for the United States. The correlation is essentially
zero over 1970-1983 and stands at -0.67 from 1984 to 2013. The United Kingdom for which the
great moderation occurs in the post-1992 period, see Benati [2008], has also experienced a sharp
increase (in absolute terms) in the correlation between the relative productivity and the labor share
of tradables which has doubled, passing from -0.38 from 1970-1992 to -0.76 over the post-1992 period.
As can be seen in Fig. 9(c), the pre-financial crisis period is characterized by an acceleration in
technological change concentrated in traded industries and a fall in the labor share of tradables while
the other way around is true after 2008. Like the U.K, a reallocation of labor toward the traded
sector accompanies the fall in the relative productivity of tradables in Ireland and Spain in the
aftermath of the financial crisis, as can be seen in Fig. 9(d) and Fig. 9(e). The growing importance
of asymmetric technology shocks across sectors and the subsequent shift of labor between industries
is not limited to the aforementioned countries. For the whole sample shown in Fig. 9(b), the
correlation between the relative productivity and the labor share of tradables is 0.23 over 1973-1992
and stands at -0.58 from 1993 to 2013.

B Identification of Technology Shocks

In this section we detail the identification strategy of technology shocks biased toward the traded
sector. We also provide a short survey of the literature and motivate the choice of our method
described below.

Empirical identification of permanent shocks to traded relative to non-traded TFP.
To explore empirically the dynamic effects of a shock to the relative productivity of tradables, we
consider a vector of n observables Xit = [Z-t, f/zt] where Zit consists of the first difference of the
(logarithm of the) ratio of traded to non-traded TFP (as defined in eq. (3)) and Vj; denotes the
n— 1 variables of interest (in growth rate) detailed later. Let us consider the following reduced form
of the VAR(p) model: R

C(L)Xst = it (41)

where C(L) = I, — Y ¥ _, C,L* is a p-order lag polynomial and n; is a vector of reduced-form
innovations with a variance-covariance matrix given by 3. We estimate the reduced form of the
VAR model by panel OLS regression with country and time fixed effects which are omitted in (41)
for expositional convenience. The matrices C) and X are assumed to be invariant across time and
countries and all VARs have two lags. The vector of orthogonal structural shocks e;; = [¢Z,¢€),] is
related to the vector of reduced form residuals 7;; through:

Nit = AoEit, (42)

which implies ¥ = AgA{ with Ay the matrix that describes the instantaneous effects of structural
shocks on observables. The linear mapping between the reduced-form innovations and structural
shocks leads to the structural moving average representation of the VAR model:

Xit = B(L)Aoé‘it, (43)

where B(L) = C(L)~'. Let us denote A(L) = B(L)A with A(L) = >3-, AxL*. To identify shocks
to the productivity differential, eZ, we use the restriction that the unit root in the ratio of sectoral
TFPs originates exclusively from technology shocks biased toward the traded sector which implies
that the upper triangular elements of the long-run cumulative matrix A(1) = B(1)A( must be zero.
Once the reduced form has been estimated using OLS, structural shocks can then be recovered
from g;; = A(1)"!B(1)n; where the matrix A(1) is computed as the Cholesky decomposition of
B(1)XB(1).

Brief survey of the literature. While we adopt the identification of permanent technology
shocks pioneered by Gali [1999], and assume that per capita hours worked enter the VAR model
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Figure 9: Relative Productivity and Labor Share of Tradables (1970-2013/1993-2013). Notes:
In Fig. 9, we plot the detrended ratio of TFP of tradables to TFP of non-tradables (or the relative productivity of
tradables) shown in the blue line, against the detrended labor share of tradables shown in the black line. TFP of
tradables, ZtH , and TFP of non-tradables, ZtN , are the Solow residuals. The labor share of tradables is calculated
as the ratio of hours worked in the traded sector to total hours worked. Detrended relative productivity of tradables
is computed as the difference between the logarithm of actual time series for ZtH/Z,fV and the trend of (logged)
relative productivity of tradables. The trend of logged relative productivity of tradables is obtained by applying a
Hodrick-Prescott filter with a smoothing parameter of A = 100 (as we use annual data) to the (logged) time series
ZH/ZN. Detrended labor share of tradables is computed as the difference between actual time series for LI /L,
and the trend of the labor share of tradables, the latter being obtained by applying a Hodrick-Prescott filter with
a smoothing parameter of A = 100. Sample: United States, United Kingdom, Ireland, Spain. For the last three
economies, we restrict attention to the period 1993-2013 as the great moderation starts in the post-1992 period in
European countries, see Gonzalez Cabanillas and Ruscher [2008]. Fig. 9(b) plots detrended relative productivity of
tradables and detrended labor share of tradables for the whole sample where sectoral TFPs and the labor share of
tradables are calculated as the working age population weighted sum of the seventeen OECD countries. Sample: 17
OECD countries, 1970-2013, annual data.
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in growth rate, Christiano, Eichenbaum, and Vigfusson [2004] argue in favor of using per capita
hours in log-levels rather than in growth rates and find the opposite to Gali’s result, say hours
worked rise after a positive technology shock. We conducted unit root tests in panel data and
find that all variables entering the VAR model are integrated of order one, see Technical Appendix
N.1. Several papers have questioned Gali’s identifying assumption that technology shocks are the
only shocks that increase permanently labor productivity. First, Mertens and Ravn [2010] find that
permanent changes in income tax rates induce permanent changes in hours worked as well as in
labor productivity which leads to a violation of the standard long-run identification strategy for
technology shocks. Second, Francis, Owyang, Rousch, DiCecio [2014] identify the technology shock
as the one associated with the maximum forecast-error variance share in labor productivity at a long,
finite horizon, and find that hours worked decline. One advantage of this method is that it lets other
shocks influence labor productivity after a certain horizon of time. Like Chang and Hong [2006], we
measure technological change with TFP and this measure should mitigate the effects of other shocks.
Finally, Basu, Fernald and Kimball [2006] find that when technology improves, utilization falls so
that TFP initially rises less than technology does. The authors construct a measure of aggregate
technological change controlling for varying utilization of capital and labor. To adjust the annual
Solow residual for the utilization of inputs, they use observed hours per worker as a proxy. While
we have the data to estimate growth in factor utilization for each sector/country in our sample, the
estimation equation (see equation 18 in Basu et al. [2006]) requires the use of instruments since there
is a potential correlation between input growth and the standard Solow residual which we would
lead us too far. Reassuringly, since we focus on the ratio of sectoral TFP, not adjusting sectoral
TFP time series for factor utilization should not pose a problem. Chodorow-Reich, Karabarbounis,
and Kekre [2019] have estimated the utilization rate for tradables and non-tradables by using Greek
data and find that the movements are highly correlated.

C Sectoral Decomposition of Aggregate TFP

We consider an open economy which produces domestic traded goods, denoted by a superscript
H, and non-traded goods, denoted by a superscript N. The foreign-produced traded good is the
numeraire and its price is normalized to 1. We consider an initial steady-state where prices are those
at the base year so that initially real GDP, denoted by Yg, and the value added share at constant
prices, denoted by v¥*, collapse to nominal GDP (i.e., Y) and the value added share at current
prices, respectively.

Summing value added at constant prices across sectors gives real GDP:

Yr: = PEY + PVYN, (44)

where P and PV stand for the price of home-produced traded goods and non-traded goods,
respectively, which are kept fixed since we consider value added at constant prices.
Log-linearizing (44), and denoting the percentage deviation from initial steady-state by a hat
leads to:
Ve = vy 4+ (10" ) YN, (45)

where vV F = % is the value added share of home-produced traded goods evaluated at the

initial steady-state. We drop the time index below as long as it does not cause confusion.

Capital K7 can be freely reallocated across sectors while labor L7 is subject to mobility costs
which creates a sectoral wage differential. We denote the capital rental cost by R and the wage rate
in sector j by W7 (with j = H, N). Under assumption of perfect competition in product and input
markets, factors of production are paid their marginal product in both sectors:

QY7 )

pJ =W 4
oL ’ (462)
QY
J =

Plo =R (46b)

Assuming constant returns to scale in production and making use of (46), the log-linearized version
of the production function reads:

¥ =20l (1- ) K, (47)

where si and Z7 are the labor income share and TFP in sector j, respectively.

Using the fact that WL = WHL? + WNLN and RK = RKH 4+ RKY, dividing both sides
of these identities by GDP enables us to express the aggregate labor income share, sy, and capital
income share, 1 — sy, as a weighted sum of sectoral factor income shares:

sp=v sl 4+ (1 -0 sY, (48a)

L—sp=v"" (1—sf)+ (1 -0v"")(1-5]). (48b)
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Since we assume perfect capital mobility, the resource constraint for capital reads as follows K =
K" + KN, Totally differentiating, multiplying both sides by the capital rental cost R, and dividing
by GDP leads to:

(1—5L)K:VY’H(1—sg)kH+(1—1/Y’H) (1—sg)kN. (49)

The same logic applies to labor except that we assume imperfect mobility of labor across sectors.
In this case, the percentage deviation of total hours worked relative to its initial steady-state is
defined as the weighted sum of the percentage deviation of sectoral hours worked relative to initial
steady-state, i.e., L=a "+ (1—ayg) ﬁN, where af, = W‘;g{ is the labor compensation share for
tradables. Multiplying both sides by total compensation of employees, W L, and dividing by GDP

leads to:

sp L= VY’Hst:H + (1 — Z/Y’H) SJL\’fLN (50)
Inserting (47) into (45):

Yr = [VY’HZH +(1—v"H) ZN] + [VY’Hsflf,H +(1—v"H) stViN}

[P (1= sE) KT (10" (1 sy) KN
Next plugging (49) and (50) into the above equation and denoting aggregate TFP by Z4 leads to:
Ye=2"+s L+ (1—-s)K, (51)

where we set . R R
Z4 =Yz 4 (1= ") 2N, (52)

Eq. (52) corresponds to eq. (1) in the main text.

D Construction of Sectoral Shares

In this section, we provide more details about the construction of sectoral shares. Dropping the
country index ¢, in an economy where labor is imperfectly mobile across sectors, the percentage
deviation of total hours worked relative to its initial steady-state (i.e., ﬁt) following a technology
shock is equal to the weighted sum of the percentage deviation of sectoral hours worked relative to
initial steady-state (i.e., L7):

IA/t:Osz/fI-i-(].—aL)ﬁiv, (53)

where a7, is the labor compensation share of tradables. If we subtract the share of higher total hours
worked received by each sector from the change in sectoral hours worked, we obtain the change in
the labor share of sector j, denoted by v%+7, which measures the contribution of the reallocation of
labor across sectors to the change in hours worked in sector j:36

Al = ol . (i{ - it) j=H,N. (54)

The differential between the responses of sectoral and total hours worked on the RHS of eq. (54) can
be viewed as the change in labor in sector j if L remained fixed and thus reflects higher employment
in this sector resulting from the reallocation of labor.
If we subtract the share of higher real GDP received by each sector from the change in sectoral
value added in GDP units, we obtain the change in the value added share at constant prices of
. Y.j . .
sector j, denoted by v; *, which reads as follows:

dvy "l = v (Ytj - ?R,t) : (55)

where Yg is real GDP. A rise in the value added share at constant prices of sector j can be brought
about by a high productivity growth relative to average, and/or a labor inflow, and/or a greater
capital intensity. Formally, the decomposition of the change in the value added share of sector j

reads:
a? =i (2= 28) 4 (B - L)+ (1-) (W - )] (56)

where Z4 is aggregate TFP growth defined by eq. (52) and SJL is the LIS in sector j; k/ = KJ/LJ
stands for the capital-labor ratio in sector j and k = K/L is the aggregate capital-labor ratio where
K=KfF4+KNandL =L (LH JLN ) (since we assume IML and sectoral hours worked are aggregated
by means of a CES function).

36While the two measures are equivalent in level, we differentiate between ™7 and «ay, since the change
in the labor share is calculated by keeping W7 /W constant.
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To obtain (56), we proceed as follows. First, the percentage change in real GDP is a weighted sum
of the percentage change in sectoral value added at constant prices: Yp=vVHYH 4 ( vV H ) YN,
Subtracting the percentage change in real GDP from both sides, changes in sectoral value added
shares cancel out:

0=v"H (f/tH — )A/R,t) +(1—v"H) (fftN - YR,t> = dv)" + v, (57)

Second, we use the fact that the percentage change in real GDP and the percentage change in
sectoral value added can be rewritten as Yz = Z4 + L+ (1-s1) kand Yi = 27 + L7 + (1 — SJL) ki,

respectively. Inserting these equations into the sectoral decomposition of the percentage change in
real GDP and making use of (48b), we find that:

0 = vH[(ZH = 20) + (L= Lo) + (1= sf) (R~ i) |
+ (1 - ") [(ZtN — Z;“) + (if’ — ﬁt) +(1-s) (kN kzt” : (58)

From (58) and (57), we have (56).

Because we assume perfect mobility of capital across sectors, we have K = K¥ + KV . Log-
linearizing the resource constant for capital and denoting ay = RK® /RK = K /K the share of
traded capital into the aggregate capital stock, leads to:

Ky =agKP + (1 —ag) KN, (59)
Subtracting (53) from (59) and assuming that ax ~ ay, leads to:
Ki— L=k :aLl%tI{+(1—aL)l%fv,
where k7 = K7 /L7. Subtracting k, from k¥ by using the above equation leads to:
BT k= (1—ar) (kH - /;gV) . (60)

Assumption ax ~ ap amounts to assuming that the LIS in sector j is close to the aggregate LIS
which is defined as a value added weighted average of sectoral LIS. For the whole sample, we have
s =0.63 and s = 0.69 while the aggregate LIS stands at 0.66 which makes assumption ax ~ ay,
reasonable.

E Construction of the TFP Differential Index

In this section, we show that when investment is both traded and non-traded, a technology shock
biased toward the traded sector must be consistently measured by the rate of change of the expression
below:

i | Gmanvas(

1

o

s

=2

(61)

s

(Z)F

o~

Both the traded and non-traded sectors use physical capital, K7, and labor, L7, according to
constant returns to scale production functions which are assumed to take a CES form:

ol —1 ol -1 o671

V= | () (=) ()| ©2)

where 4/ and 1 — 47 are the weight of labor and capital in the production technology, o7 is the
elasticity of substitution between capital and labor in sector j = H, N, A7 and B’ are labor- and
capital-augmenting efficiency. Both sectors face two cost components: a capital rental cost equal to
R, and a labor cost equal to the wage rate, i.e., W in the traded sector and W in the non-traded
sector.
Both sectors are assumed to be perfectly competitive and thus choose capital and labor by
taking prices as given:
max IV = max {P’Y? - W/L’ — RK’} . (63)
Ki,Li Ki,Li
Since capital can move freely between the two sectors, the value of marginal products in the traded
and non-traded sectors equalizes while costly labor mobility implies a wage differential across sectors:
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P (1= ") (B9) 57 (1) 75 ()= P (1) ()T () () =

(64a)
PHAH (AHY 5T (LY7o (yH) 7T — (64b)
P (47) T () () (64¢)

where we denote by k/ = K7 /L7 the capital-labor ratio for sector j = H, N, and y? = Y7 /LI value
added per hours worked described by

= { ()T 4 (1= )(Bjkj)azf]l} (65)

Combining the return on domestic capital with the return on labor leads to the capital-labor

ratio in sector j = H, N: _ _ )
.ol .ol .ol —1
. 11— w3 BI
J_ hAE =2
: _< v ) (R> (AJ') ' (%6)

We assumed that the economy is initially at the steady-state and we calculate steady-state
changes in percentage denoted by a hat. As shall be useful, we totally differentiate the technology
frontier (27)

77 = si A 4 (1 s ) B, (67)

where 57 is the LIS in sector j. Differentiating (65) by making use of (67) and eliminating the
capital-labor ratio by using (66) leads to:

P =24 (1=s]) [0 (W = R) + (7 —1) (B = &)]. (68)
Dividing (64c) by (64b), differentiating, inserting (68) and making use of (67), solving for the sectoral
price differential leads to:

PN —pH = ZH _ ZN 4 SNWN — sHWH 4 (s — sY) R. (69)
Differentiating (64a) and eliminating k7 by using (66) leads to:
H o H H
cn _ opu (o =1\ g Z (1_0 )”H
W _P(JH >A + o+ kY
PH O gH (1o

= —+—F - R. 70
A ( o ) (70)

Adding and subtracting the term sY W into the RHS of eq. (69), then inserting (70) enables
us to find an expression for the rate of change of non-traded prices:

PN = 2 gV s (WY W) P (s — ) W (sff s} B
SD o oN . N (VN i) L SEopr . (SE—SD\ f
= LZH_7ZN 48} (W -W )—i——f{P +<LHL>R. (71)
ST ST ST

Totally differentiating the capital rental cost R = Py (PH , PN ) (r* + dx) where Py is the in-
vestment price index and dx the capital depreciation rate, yields:
R=a;af P2+ (1—ay) PV, (72)

where a; is the tradable share in total investment expenditure and af is the home-produced goods
content of investment expenditure on traded goods.
Inserting (72) into (71), the rate of change of the non-traded prices can be rewritten as follows:

sy
PN = ( )ZH N 4 ( )PH+5L<WN WH)
si si
H _ N .
4 <sL HSL) [OéJOéJ PH 4 +(1-ay) PN} ,
SL
PN[SIL{—F(Sg—SL)(l—OzJ)] = $Nzf —SLZN—FsgsH(WN—WH)
+ [ (SL—SL)onon]PH
AN st oH _ SL N TN 1 H
P (l—on)—|—o¢J§ = Z + s (W —W)

+ {1 + (SL L ) aJaJ] P, (73)
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The change in non-traded prices in percentage is thus given by:
~ H A ~ ~
: (2 -2y) st (o)
H
(1 - Oé]) + oy zTL\r}
L

PN = +
[1 + (st}‘qg> ono/JLI] pH
“L

SH
|:(1—OéJ)+OZJ$}
SH
|:(1—aJ)+OéJ§:|

+

(74)

To calculate the change in price of non-traded goods relative to traded goods, we subtract PT =
o PH from both sides of (74) by assuming that ol ~ o!f:

gy g (i i)

pr _ pT _ ( L
o] " Toman o

(1—all)pH

GH :
(- ) +asih]

+ + (75)

Eq. (75) shows that sector j’s TFP must be adjusted with sectoral labor income shares, si, along
with the tradable content of investment expenditure, ;. Thus, denoting by:

(76a)

b=a’L (76b)

the measure of the technology bias toward tradables is given by:
(z")°
(z)"

(77)

It is worth mentioning that:

e if the country is small on world goods market, then the terms of trade are fixed, i.e., pPH = 0,
or if the country does not import consumption and investment goods, i.e., af = 1, the last
term on the RHS of eq. (75) vanishes;

e if we assume perfect mobility of labor across sectors, then sectoral wages grow at the same
speed, i.e., WY = WH  and thus the second term on the RHS of eq. (75) vanishes;

e if we consider a small open economy model with perfect mobility of labor across sectors, then a
H
(27~ 2v)

labor share adjusted productivity differential of 1%, i.e., [—LH = 1%, appreciates the
TEE4

price of non-traded goods relative to traded goods by 1% in the long-run, i.e., PN — PT = 1%.

F More VAR results: Forecast Error Variance Decomposi-
tion and Point Estimates

To identify symmetric vs. asymmetric technology shocks, we consider a standard VAR model
augmented with the ratio of traded to non-traded TFP, ZH /ZY (in growth rate), i.e., [ZH —
Zﬁf , Z;;‘, I:it]. We impose long-run restrictions such that both symmetric and asymmetric technology
shocks increase permanently Z7 (see the black line in Fig. 10(a) and Fig. 10(b)) while only
asymmetric technology shocks increase permanently Z /ZX in the long-run (see the blue line in
Fig. 10(a) and Fig. 10(b)). Columns 1, 4, 7 of Table 2 report the share of the FEV of aggregate
TFP growth attributable to the shock to the ratio of sectoral TFP, Z1 /Z | over the whole period
and over two sub-periods. As shown in columns 4 and 7, respectively, the contribution of shocks to
ZH 71 is negligible over 1970-1992 and stands at about 40% over 1993-2013.

Table 3 reports point estimates on impact (i.e., at t = 0), and in the long-run (i.e., at a 10-year
horizon). Point estimates are obtained by running a VAR model [Z;;, V;;] where Z;; is the relative
productivity of tradables and Vj; is a vector which includes aggregates variables or sectoral variables.

G VAR Specifications

In order to explore empirically the labor market effects of asymmetric technology shocks across
sectors and inspect the transmission mechanism, we consider four VAR models. The choice of
variables is motivated in part by the variables discussed in the quantitative analysis. All variables
enter the VAR model in growth rate (denoted by a hat):
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Table 2: The Share of the FEV of Aggregate TFP Growth Attributable to Asymmetric
Technology Shocks across Sectors in %

Horizon FEVD for Z4
1970-2013 1970-1992 1993-2013
AN L AN L AN L
1) (2) (3) (4) (5) (6) (7) (8) (9)
0 19.065 68.970 11.964 | 2.589  87.143 10.268 | 41.187 50.816 7.997
5 17.634  68.902 13.464 | 2961  81.842 15.197 | 39.878  50.487 9.635
10 17.632  68.897 13.472 | 2960  81.804 15.236 | 39.878  50.487 9.635

Notes: FEVD: Forecast Error Variance Decomposition. The number in columns 1-9 denotes the fraction of the total forecast
error variance of aggregate TFP growth Z{q attributable to identified asymmetric technology shocks across sectors (shock
to Z{'I/ZtN, see columns 1,4,7), symmetric technology shocks across sectors (shock to Z{‘ leaving unaffected ZtH/ZtN7 see
columns 2,5,8), and a third shock to which we do not attach any structural interpretation (shock to L, see columns 3,6,9).
We consider a forecast horizon of 1, 5, 10 years and compute the FEVs in the three-variable VAR model which includes

ZH ) zN | Z4, and L, all in growth rate. Sample: 17 OECD countries, 1970-2013, annual data.
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Figure 10: Symmetric and Asymmetric Technology Shocks across Sectors. Notes: Fig. 10(a)
and Fig. 10(b) show the effects of symmetric and asymmetric technology shocks where the blue line and the black
line display the responses for Zfl /Z{V and ZtA, respectively. Shaded area indicates the 90 percent confidence bounds
obtained by bootstrap sampling; sample: 17 OECD countries, 1970-2013, annual data.

Table 3: Sectoral Composition Effects of a Technology Shock Biased toward Tradables:
Point Estimates

Variables

A .Sectoral TFP

A

B.Distributional Effects
Value added

Hours worked
C.Reallocation Effects
Value added Share

Labor Share

D.Relative Price

P& P

E.Relative Wage

Wi /W

F.Redistributive Effects

LIS
Capital-Labor Ratio

Impact Long-run Impact Long-run
(t=0) (t =10) (t=0) (t =10)
(1) (2) (3) (4)

Tradables Non-Tradables
0.718* 0.812* —0.170*  —0.147*
0.236* 0.274* 0.011 0.059
-0.009 0.009 0.097* 0.154*
0.134* 0.140* —-0.137*  —0.137*

—0.038*  —0.052* 0.043* 0.059*
—-0.411*  —0.437* 0.991* 1.065*
—-0.015  —0.119* 0.005 0.060*
0.094* 0.096 0.013 0.073*
—0.084* —0.143*  —0.013 —0.035

Notes: * denote significance at 10% level.

Standard errors are bootstrapped with 10000 replications.

e Estimation of sectoral composition effects. To investigate the sectoral composition ef-
fects of a technology shock, we consider a VAR model that includes (Ain growth rate) value

added at constant prices in sector j,

YJ

it?

hours worked in sector j, L]

5, and the real con-

sumption wage in sector 7, W(]J’it where W(]J’it is defined as the sectoral nominal wage W7,
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divided by the consumption price index P ;;. Our vector of endogenous variables, is given by:
S
I = [Zzt;}/ztv
(see eq. (3)).
e Estimation of labor reallocation effects. To estimate the magnitude of the reallocation

effects caused by an asymmetric technology shock, we consider a VAR model where we divide
quantities and ‘wages of sector j = H, N by their aggregate counterpart (in rate of change):

zl'}ﬂ _ [Zm y YR ity L th, Wn Wlt} where Yg ¢+ is real GDP.

Lft, Wéit with j = H, N, where Zy is the productivity growth differential

e Estimation of relative price effects. To shed some light on the transmission mechanism
of asymmetric technology shocks, we investigate the relative price effects and estimate the
following VAR model: zf = [ZAm)A/;f - Yy ,Pit} where we consider the ratio of sectoral

quantities since changes in relative prices are associated with variations in relative sectoral
quantities. When investigating the response of the terms of trade to a technology shock, we
replace Py, with P? in the VAR model.

e Estimation of capital reallocation and redistributive effects. To explore empirically
the redistributive effects, we consider a VAR specification, a:iLtIS’j = [ZA”,% ita]%gt]’ which
includes the LIS, 57, and the capital-labor ratio, k/ = K7 /L7, both in rate of growth.

Sectoral responses and aggregation. Once the VAR model 257 is estimated for both sec-
tors, we expressed the responses of sectoral value added in GDP units and responses of sectoral hours
worked in % of total hours worked to ensure that aggregation of sectoral responses collapses to real

GDP (Yg.i) and total hours worked (Ly;) responses, respectively, i.e., V Yf (1 - I/YH) VN =

)737” and ozLﬂ;fjg +(1—-ar,) IA/% = L;; where v¥*H and ag,; are the value added and labor com-
pensation share of tradables averaged over 1970-2013.37

Responses of sectoral shares and labor reallocation. Turning to the estimation of real-
location effects, i.e., 27, we express the response of the value added share at constant prices of

sector j in percentage point of GDP, i.e., du;’ = 1/ (YJ YR,#). This scaling ensures that the

change in the value added of tradables, dyz’H, is the mirror image of that of non-tradables, so that
dyz’H + dl/i)t/’N = 0. For the sum of labor flows between sectors to cancel out, we express the change
in the labor share of sector j, in percentage point of total hours worked, i.e.,

avp? = o, (L, — L) . j=HN. (78)

q. (78) captures the change in hours worked in sector j if total hours worked remained constant
and thus measures the varlatlon 1n sectoral hours Worked caused by labor reallocation alone. By
construction, we have du Hy du = 0. Dividing dv;; Lo by o L. Zth gives the contribution of labor
reallocation to the rise in hours Worked in sector j.

H Construction of Time Series for FBTC

To explore empirically the role of FBTC in driving the dynamic adjustment of sectoral LISs following
a permanent increase in the relative productivity of tradables, we first construct time series for FBTC
by drawing on Caselli and Coleman [2006] and Caselli [2016]. Assuming that production functions
display constant returns to scale and using the fact that factors are paid their marginal product,

. J
the ratio of labor to capital income share for country i at time ¢, denoted by S7, = 1323“ , is equal
T °L,it
Vi i
to the ratio of the elasticity of output w.r.t. input, i.e., S;; = Y?;;? . Totally differentiating this
it it

equality and denoting the elasticity of substitution between capital and labor in sector j by ¢/, leads
to an expression which enables us to make inference of FBTC in sector j:

i _ & 1—al)

FBTC), = 5;, — i k. (79)
i

An increase in FBTCY means that technological change is biased toward labor. As shall be clear

later in section 3.2, FBTCY, is a function of 07. When ¢/ < 1, the rise in FBTCY, is driven by an

increase in capital relative to labor efficiency.

3"Note that when labor is imperfectly mobile across sectors, the rate of change in total hours worked
is a weighted sum of the rate of change in sectoral hours worked where the weight is the sectoral labor
compensation share instead of the share of sectoral hours worked in total hours worked.
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Figure 11: Dynamic Adjustment of Sectoral TFPs following a 1% Permanent Increase in
Traded relative to Non-Traded TFP: Empirical vs. Theoretical IRF. Notes: Solid blue lines
display point estimate of VAR model with shaded area indicating 90% confidence bounds; solid black lines with
squares display baseline model predictions, i.e., when we allow for imperfect mobility of labor, endogenous terms of
trade, gross complementarity between capital and labor in production, and technological change biased toward labor.
Fig. 11(a) shows the dynamic adjustment of the ratio of traded to non-traded TFP. Fig. 11(b) shows the dynamic
adjustment of traded as well as non-traded TFP.

To get estimates of o/ at a sectoral level, following Antras [2004], we run the regression of logged
real value added per hours worked on the logged real wage in this sector with country-specific linear
trends over 1970-2013. Since all variables display unit root process, we use the fully modified OLS
(FMOLS) procedure for cointegrated panel proposed by Pedroni [2000] to estimate the cointegrating
relationship. Columns 17 and 18 of Table 6 report estimates for o7 and o we use to recover FBTC
from (79). FMOLS estimated values for the whole sample, i.e., o = 0.687 and o = 0.716, reveal
that capital and labor are gross complements in both sectors.?® Once we have values for o/, we plug
time series for k7 and s’ into the RHS of eq. (79) to recover time series for FBTC in sector j. Next,

we estimate a simple VAR model that includes the productivity differential, Zit, and FBTC%

I More Numerical Results

For reason of space, we have relegated some numerical results to the Online Appendix. Fig. 11
shows the fit of the model to the data regarding the dynamic adjustment of traded to non-traded
TFP and the responses of sectoral TFPs. As can be seen in Fig. 11(a), the dynamics of the
productivity differential that we generate theoretically by specifying the law of motions (31)-(32)
together with (40) reproduces the dynamic adjustment from the VAR model very well as the black
line with squares and the blue line can merely be differentiated. The productivity differential is
mostly driven by the adjustment in Z¥ () while ZV(t) remains constant, in line with our VAR
estimates, as shown in Fig. 11(b).

As shown in Fig. 12(a), the baseline model also reproduces well the dynamics for traded output,
Y while it underestimates the rise in YV which is not statistically significant however. On the
contrary, a model imposing exogenous terms of trade and HNTC substantially understates the rise in
traded value added. While the restricted model reproduces well the dynamics of YV after two-years,
this performance relies on the excess of labor reallocation predicted by the model. Fig. 12(b) shows
that the restricted model with HNTC overstates the capital inflow experienced by the non-traded
sector, thus leading to an increase to k", in contradiction with the evidence. On the contrary,
technological change biased towards labor lowers the demand for capital in the non-traded sector
and allows the baseline model to reproduce very well the dynamic adjustment of &V.

J A Test for FBTC Hypothesis

In the main text, we have put forward international differences in FBTC as an explanation of the
cross-country redistributive and reallocation effects. To provide some support for our hypothesis of
FBTC, we draw on Acemoglu’s [2003] model. In Acemoglu’s setup, capital-augmenting technological
change is the result of innovation by capital intensive firms and labor-augmenting technological
change is the result of innovation by labor intensive firms. Because asymmetric technology shocks

380nline Appendices L.5 and M.4 provide more details about our empirical strategy to estimate 7. While
the bulk of the FMOLS estimated coefficients are positive and statistically significant, the estimated value
 is negative for Ireland while estimates of o™ are not statistically significant for Italy and Sweden. As
in Antras [2004], we alternatively run the regression of the ratio of value added to capital stock at constant
prices on the real capital cost R/P7 in sector j and replace inconsistent, estimates for o7 obtained from labor
demand with those obtained from the demand of capital.

for o
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Figure 12: Effects of a Permanent Technology Shock Biased Toward Tradables on Sectoral
Value Added and Non-Traded Capital-Labor Ratio: Model vs. Data. Notes: Solid blue lines
display point estimate of VAR model with shaded area indicating 90% confidence bounds; solid black lines with
squares display model’s predictions in the baseline scenario with IML across sectors (¢ = 1.6), endogenous terms of
trade (p = py = 1.5), gross complementarity between capital and labor in production (i.e., ¢ = 0.687, oV = 0.716),
and technological change biased toward labor, i.e., FBTCH = 0.58% and FBTC" = 0.36% in the long-run); dashed
red lines show predictions of a restricted model where terms of trade are exogenous and technological change is
Hicks-neutral.

across sectors are caused by higher productivity of tradables in most of the countries of the sample,
we restrict our attention to the traded sector below.3?

To implement our empirical strategy, we proceed as follows. We identify technology shocks
biased toward the traded sector, €7, for each country in our sample by estimating a VAR model

which includes aggregate variables 27 = [Zt, ?R7t, ]_AZt, WC,t]- For each industry k, we estimate the

VAR model which includes the identified shock to the productivity differential, ¢Z, TFP in industry
k denoted by Z#:¥ and the ratio of traded to non-traded TFP, i.e., xZ b = [¢Z ,ZH F Zt] and adopt
a Cholesky decomposition. Then, we generate impulse response functions in order to recover the
percentage change in TFP in industry & in the traded sector, denoted by Zf ’k, triggered by the
productivity differential, Z normalized to one percent in the long-run. The percentage deviation of
TFP of tradables relative to initial steady-state is a weighted average of industries’ TFPs changes,
ie., Zt =y, v kZ Ak where vY"H% s the share of industry k’s value added in traded value
added at constant prices. Substituting the linearized version of the technology frontier (32) for each
industry k shows that TFP growth of the broad sector is driven by labor- or capital-augmenting
technological change performed by traded industries:

1 zgym,k [T A+ (1= s77F) B (80)

Drawing on Acemoglu’s [2003] model, HNTC corresponds to a situation where all industries have
the same LIS so that sf’k collapses to the LIS of the broad sector, sf; in this situation, eq. (80)

d t
reduces to _H_ . A
—ZV’ sp AT+ (1 SL)B , (81)
k

where a bar above Z# on the LHS of (81) refers to traded TFP if LISs were identical across traded
industries. When s1* = s for all industries k of the traded sector, we have A;"* = B/"* for each

industry k so that technological change in the traded sector is Hicks-neutral. Subtractlng (81) from
(80) leads to a measure of the deviation from HNTC:

ZH _ ZH ZV‘/H’“[( f’“) (1st)} (BH’“ AtH”C). (82)

Like Acemoglu [2003], we assume that industries which are more capital (labor) intensive only per-
form capital- (labor-) augmenting technological change so that the change in TFP in traded industry
k we estimate empirically reduces to the change in capital (labor) efficiency. These assumptions can
be summarized as follows:

SHE | SHE Hk
{ 20 =Bt (1] 2>(1—sf), ()
Ik A R g

398ince the home-produced traded goods sector is highly intensive in R&D, whilst the non-traded sector
displays a low R&D intensity, Acemoglu’s setup is less relevant for non-traded industries. More specifically,
the evidence documented by Galindo-Rueda and Verger [2016] for manufacturing and non-manufacturing
activities reveals that industries we classify as tradables (except for financial and insurance activities which
are classified as low R&D intensity industries) display high intensity in R&D.
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Figure 13: Deviation from HNTC: Model vs. Data. Notes: According to Acemoglu’s [2003] model
assumptions, capital- (labor-) intensive industries perform capital- (labor-) augmenting technological change. In Fig.
13, we investigate whether in countries where capital relative to labor efficiency increases, capital-intensive industries
contribute more to TFP changes on impact. To perform this investigation, we compute a measure of the deviation
from HNTC. This index is a weighted average of TFP shocks within each industry; each industry’s TFP shock is
weighted by the product of its valued added share and the difference between this industry’s capital income share
and the broad sector’s capital income share. On the horizontal axis, we report estimated values of our measure of
deviation from HNTC. When this measure takes positive (negative) values, relative capital (labor) efficiency increases.
The vertical axis shows the same measure computed numerically. According to Acemoglu’s [2003] model, if capital
income shares were equal across industries, then technological change would be Hicks-neutral so that capital and
labor efficiency would increase at the same speed and all observations would be positioned at point (0,0).

where s is the LIS averaged across all industries in the traded sector. It is worth mentioning that
the minus in front of AF (see the second line of (83)) allows us to differentiate graphically countries
where labor-intensive industries contribute more to the TFP growth in the traded sector from those
where a greater part of ZH can be attributed to capital-intensive industries. More precisely, if
labor-intensive industries contribute more to TFP growth in the traded sector, then the measure of
the deviation from HNTC is negative. Conversely, (82) turns out to be positive for countries where
capital-intensive industries contribute more to ZH,

Next, we contrast deviation from HNTC from empirical estimates with measure (82) com-
puted numerically. To construct the latter measure, we make inference of AH and BH by using
(39a) and (39b), respectively and we further assume that capital-augmenting technological change
is identical across capital-intensive industries and thus Bf"* = BHF. The same logic applies for
labor-intensive industries, i.e., Afk = Afl . Analogously to empirical estimates, we add a minus
for labor-augmenting technological change in order to differentiate labor- from capital-augmenting
technological change graphically. In Fig. 13, we plot measure (82) of the deviation from HNTC
estimated empirically (on the horizontal axis) against the measure estimated numerically (on the
vertical axis). The left panel of Fig. 13 contrasts empirical with numerical estimates of (82) on
impact (i.e., £ = 0) when we allow for two lags in the VAR model (to estimate Z/"'*) while the
right panel compares both measures by allowing for one lag.*® If technology shocks were Hicks
neutral, all countries would be positioned at point (0,0). By contrast, we find that capital- and
labor-augmenting efficiency increases at uneven rates. More specifically, countries positioned in the
north-east of the scatter-plot are those where TFP changes in the traded sector are mostly driven by
capital-intensive industries while those located in the south-west are those where labor-intensive in-
dustries contribute more to Z{J . Importantly, we detect a positive cross-country relationship which
is robust to the number of lags included in the VAR model.#' Such a finding reveals that in line
with Acemoglu model’s assumptions, in countries where capital-intensive industries contribute more
to TFP growth in the traded sector, capital relative labor efficiency increases so that technological
change favors the use of labor (as long as o/ < 1). Conversely, in countries where TFP gains
are concentrated on labor-intensive industries, labor relative to capital efficiency rises which biases
technological change toward capital (as long as ol < 1).

49There is substantial uncertainty surrounding point estimates when estimating the VAR model at a
country level given the relatively small number of observations available per country. Since the magnitude
of the responses of TFP at a country/industry level may vary substantially with the number of lags, we find
it appropriate to show estimates with one or two lags.

“In Online Appendix Q.2, we plot the measure (82) of the deviation from HNTC estimated empirically
against the measure estimated numerically in the long-run and find that our conclusion holds at a longer
horizon.
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Table 4: Sample Range for Empirical and Numerical Analysis

Country Code ‘ Period Obs.
Australia (AUS) 1970 - 2013 44
Austria (AUT) | 1970 - 2013 44
Belgium (BEL) 1970 - 2013 44
Canada (CAN) | 1970 - 2013 44
Germany (DEU) | 1970 - 2013 44
Denmark (DNK) | 1970 - 2013 44
Spain (ESP) | 1970 - 2013 44
Finland (FIN) | 1970 - 2013 44
France (FRA) | 1970 - 2013 44
Great Britain  (GBR) | 1970 - 2013 44
Ireland (IRL) 1970 - 2013 44
Ttaly (ITA) | 1970 - 2013 44
Japan (JPN) 1974 - 2013 40
Netherlands (NLD) | 1970 - 2013 44
Norway (NOR) | 1970 - 2013 44
Sweden (SWE) | 1970 - 2013 44
United States  (USA) | 1970 - 2013 44
Total number of obs. 744
Main data sources EU KLEMS & OECD STAN ‘

Notes: Column ’period’ gives the first and last observation available. Obs. refers to the number of observations available for
each country.

K Data Description for Empirical Analysis

Coverage: Our sample consists of a panel of 17 countries: Australia (AUS), Austria (AUT),
Belgium (BEL), Canada (CAN), Denmark (DNK), Finland (FIN), France (FRA), Germany (DEU),
Ireland (IRL), Italy (ITA), Japan (JPN), the Netherlands (NLD), Norway (NOR), Spain (ESP),
Sweden (SWE), the United Kingdom (GBR) and the United States (USA). The baseline period
is running from 1970 to 2013, except for Japan (1974-2013). Although sectoral data are available
over the period 1970-2015 (see below), our preferred time span is 1970-2013. The reason is that all
quantity variables entering the VAR model are scaled by the working age population for which data
are spotty for last years, making it impractical to work with it for periods that extend after 2013.
Table 4 summarizes our dataset.

Sources: Our primary sources for sectoral data are the OECD and EU KLEMS databases. We
use data from EU KLEMS ([2011], [2017]) March 2011 and July 2017 releases. The EU KLEMS
dataset covers all countries of our sample, with the exceptions of Canada and Norway. For these
two countries, sectoral data are taken from the Structural Analysis (STAN) database provided by
the OECD (]2011], [2017]). For both EU KLEMS and STAN databases, the March 2011 release
provides data for eleven 1-digit ISIC-rev.3 industries over the period 1970-2007 while the July 2017
release provides data for thirteen 1-digit-rev.4 industries over the period 1995-2013.

The construction of time series for sectoral variables over the period 1970-2013 involves two steps.
First, we identify tradable and non-tradable sectors. To do so, we adopt the classification proposed
by De Gregorio et al. [1994]. Following Jensen and Kletzer [2006], we have updated this classification
by treating the financial sector as a traded industry. We map the ISIC-rev.4 classification into the
ISIC-rev.3 classification in accordance with the concordance Table 5. Once industries have been
classified as traded or non-traded, for any macroeconomic variable X, its sectoral counterpart X7
for j = H, N is constructed by adding the X}, of all sub-industries k classified in sector j = H, N as
follows X7 = 37, - Xj. Second, series for tradables and non-tradables variables from EU KLEMS
[2011] and OECD [7201 1] databases (available over the period 1970-2007) are extended forward up to
2013 using annual growth rate estimated from EU KLEMS [2017] and OECD [2017] series (available
over the period 1995-2013).

Relevant to our work, the EU KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017])
databases provide data, for each industry and year, on value added at current and constant prices,
permitting the construction of sectoral deflators of value added, as well as details on labor compensa-
tion and hours worked data, allowing the construction of sectoral wage rates. All quantity variables
are scaled by the working age population (15-64 years old). Source: OECD ALFS Database for the
working age population (data coverage: 1970-2013). Normalizing base year price indices P’ to 1,
we describe below the construction for the sectoral data employed in the main text (mnemonics are
given in parentheses):

e Sectoral value added, Y7: sectoral value added at constant prices in sector j = H, N
(VA_QI). Sources: EU KLEMS ([2011], [2017]) and OECD STAN (]2011], [2017]) databases.

e Relative value added, Y /YV: ratio of traded value added to non-traded value added at
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Table 5: Summary of Sectoral Classifications

Sector ISIC-rev.4 Classification ISIC-rev.3 Classification
(sources: EU KLEMS [2017] and OECD ([2017]) (sources: EU KLEMS [2011] and OECD ([2011])
Industry Code Industry Code
Agriculture, Forestry and Fishing A Agriculture, Hunting, Forestry and Fishing AtB
Mining and Quarrying B Mining and Quarrying C
Tradables | Total Manufacturing C Total Manufacturing D
(H) Transport and Storage H Transport, Storage and Communication I
Information and Communication J
Financial and Insurance Activities K Financial Intermediation J
Electricity, Gas and Water Supply D-E Electricity, Gas and Water Supply E
Construction F Construction F
Wholesale and Retail Trade, Repair
Non of Motor Vehicles and Motorcycles G Wholesale and Retail Trade G
Tradables | Accommodation and Food Service Activities I Hotels and Restaurants H
(N) Real Estate Activities L Real Estate, Renting and Business Services K
Professional, Scientific, Technical,
Administrative and Support Service Activities | M-N
Community Social and Personal Services O-U Community Social and Personal Services LtQ

constant prices.

Sectoral value added share, v¥7: ratio of value added at constant prices in sector j to

GDP at constant prices, i.e., Y7 /(YH# + YN) for j = H, N.

Relative price of non-tradables, P: ratio of the non-traded value added deflator to the
traded value added deflator, i.e., P = PN /PH. The sectoral value added deflator P’ for
sector j = H, N is calculated by dividing value added at current prices (VA) by value added
at constant prices (VA_QI) in sector j. EU KLEMS ([2011], [2017]) and OECD STAN ([2011],
[2017]) databases.

Terms of Trade, P"/PF: ratio of the traded value added deflator to price deflator of
imports of goods and services, i.e., P /P¥. The traded value added deflator P is calculated
by dividing value added at current prices (VA) by value added at constant prices (VA_QI)
in sector H. Sources: EU KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017]) for P#
and OECD National Accounts Database for PF'.

Sectoral hours worked, L’: total hours worked by persons engaged in sector j (H_.EMP).EU
KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017]) databases.

Relative hours worked, L /LY ratio of hours worked in the traded sector to hours worked
in the non-traded sector.

Sectoral labor share, v™7: ratio of hours worked in sector j to total hours worked, i.e.,

Li/(L" + LN) for j = H,N.

Sectoral real consumption wage, Wé nominal wage in sector j divided by the consumer
price index (CPI), i.e. Wé = WJ/Pgs. Source: OECD Prices and Purchasing Power Parities
for the consumer price index. The sectoral nominal wage W7 for sector j = H, N is calculated
by dividing labor compensation in sector j (LAB) by total hours worked by persons engaged
(H.EMP) in that sector. Labor compensation is total labor costs that include compensation

of employees and labor income of the self-employed and other entrepreneurs. Sources: EU
KLEMS (]2011], [2017]) and OECD STAN ([2011], [2017]) databases.

Relative wage: ratio of the nominal wage in the sector j to the aggregate nominal wage W,
ie., Wi/W.

Labor income share (LIS), si ratio of labor compensation in sector j = H, N (LAB) to
value added at current prices (VA) of that sector. Sources: EU KLEMS ([2011], [2017]) and
OECD STAN ([2011], [2017]) databases.

Capital-labor ratio, k7: ratio of capital stock in sector j = H, N to total hours worked
by persons engaged in that sector (H.EMP). Aggregate capital stocks are estimated from the
perpetual inventory approach by using real gross capital formation from OECD Economic
Outlook Database (data in millions of national currency, constant prices) and assuming a
depreciation rate of 5%. Following Garofalo and Yamarik [2002], the capital stock is then
allocated to traded and non-traded industries by using sectoral output shares K7 = wY7/ K
where w7 is the value added share of sector j at current prices, see Appendix N.7. Sources:
EU KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017]) databases.
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e Relative productivity of tradables, Z : labor share-adjusted ratio of traded TFP, Z,
m7—1

to the non-traded TFP, ZV, ie., Z = (Z")*/ (ZN)b where a = [(1 —aj)+as;%| , and
“L
b= aj—g. Sectoral TFPs, Z7, for j = H, N are constructed as Solow residuals from constant-
“L

price domestic currency series of value added (VA_QI), capital, LIS s%, and hours worked
(H_EMP) in sector j. s} is the ratio of the compensation of employees (LAB) to value added
(VA) in sector j = H, N, averaged over the period 1970-2013 (except Japan: 1974-2013).
Sources: EU EU KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017]) databases. ay
is the tradable share in total investment expenditure averaged over the period 1970-2013.
Source: OECD Input-Output database [2017].

In the following, we provide details on data construction for aggregate variables (mnemonics are
in parentheses):

e Gross domestic product, Yg: real gross domestic product (GDPV). Source: OECD Eco-
nomic Outlook Database. Data coverage: 1970-2013.

e Total hours worked, L: total hours worked by persons engaged (H_.EMP). Sources: EU
KLEMS (]2011], [2017]) and OECD STAN ([2011], [2017]) databases.

e Real consumption wage, Wo = W/Po: nominal aggregate wage divided by the consumer
price index (CPI). Source: OECD Prices and Purchasing Power Parities for the consumer
price index. The nominal aggraget wage is calculated by dividing labor compensation (LAB)
by total hours worked by persons engaged (H.EMP). Sources: EU KLEMS ([2011], [2017])
and OECD STAN ([2011], [2017]) databases.

L. Data for Calibration
L.1 Non-Tradable Content of GDP and its Demand Components

Table 6 shows the non-tradable content of GDP, consumption, investment, government spending,
labor and labor compensation (columns 1 to 6). In addition, it gives information about the sec-
toral labor income shares (columns 10 and 11). The home content of consumption and investment
expenditure in tradables together with the ratio of final goods imports to GDP are reported in
columns 7 to 9. Columns 12 to 14 display the labor income share, investment-to-GDP ratio and
government spending in % of GDP, respectively, for the whole economy. Our sample covers the
17 OECD countries mentioned in Section C. Our reference period for the calibration corresponds
to the period 1970-2013. The choice of this period has been dictated by data availability. In the
following, statistics for the sample as a whole represent (unweighted) averages of the corresponding
variables.

To calculate the non-tradable share of value added (column 1), labor (column 5) and labor
compensation (column 6), we split the eleven industries into traded and non-traded sectors by
adopting the classification proposed by De Gregorio et al. [1994] and updated by Jensen and Kletzer
[2006]. Details about data construction for sectoral output and sectoral labor are provided above.
We calculate the non-tradable share of labor compensation as the ratio of labor compensation
in the non-traded sector (i.e., WY LY) to overall labor compensation (i.e., WL). Sources: EU
KLEMS (]2011], [2017]) and OECD STAN ([2011], [2017]) databases. Data coverage: 1970-2013
for all countries (except Japan: 1974-2013). The non-tradable content of GDP, labor and labor
compensation, shown in columns 1, 5 and 6 of Table 6, average to 60%, 63% and 63% respectively.

To split consumption expenditure (at current prices) into consumption in traded and non-traded
goods, we made use of the Classification of Individual Consumption by Purpose (COICOP) pub-
lished by the United Nations (Source: United Nations [2017]). Among the twelve items, the following
ones are treated as consumption in traded goods: "Food and Non-Alcoholic Beverages”, ” Alcoholic
Beverages Tobacco and Narcotics”, ”Clothing and Footwear”, ” Furnishings, Household Equipment
and Routine Maintenance of the House” and ”Transport”. The remaining items are treated as con-
sumption in non-traded goods: ”"Housing, Water, Electricity, Gas and Fuels”, "Health” , ” Commu-
nications”, "Recreation and Culture”, ”Education”, ”Restaurants and Hotels”. Because the item
”Miscellaneous Goods and Services” is somewhat problematic, we decided to consider it as both
tradable (50%) and non-tradable (50%) with equal shares. Data coverage: AUS (1970-2013), AUT
(1995-2013), BEL (1995-2013), CAN (1981-2013), DEU (1995-2013), DNK (1970-2013), ESP (1995-
2013), FIN (1975-2013), FRA (1970-2013), GBR (1995-2013), IRL (1995-2013), ITA (1995-2013),
JPN (1994-2013), NLD (1995-2013), NOR, (1970-2013), SWE (1993-2013) and USA (1970-2013).
The non-tradable share of consumption shown in column 2 of Table 6 averages to 53%.

To calculate the non-tradable share of investment expenditure, we follow the methodology pro-
posed by Burstein et al. [2004] who treat ”Total Construction” as non-tradable investment and
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”Transport Equipment”, "ICT Equipment”, ” Cultivated Biological Resources”, ”Intellectual Prop-
erty Product” as tradable investment expenditure. The item ”Other machinery and equipment and
weapon system” is considered as both tradable (50%) and non-tradable (50%) with equal shares.
Source: OECD Input-Output database [2017]. Data coverage: AUS (1970-2013), AUT (1995-2013),
BEL (1995-2013), CAN (1970-2013), DEU (1995-2013), DNK (1970-2013), ESP (1995-2013), FIN
(1980-2013), FRA (1978-2013), GBR (1997-2013), IRL (1995-2013), ITA (1995-2013), JPN (1994-
2013), NLD (1995-2013), NOR (1970-2013), SWE (1993-2013) and USA (1970-2013). non-tradable
share of investment shown in column 3 of Table 6 averages to 62%, in line with estimates provided
by Burstein et al. [2004] and Bems [2008].

Sectoral government expenditure data (at current prices) are taken from the OECD General
Government Accounts database (Source: COFOG, OECD [2017]). The following four items per-
taining to ”"Economic Affairs” are treated as traded: ”Fuel and Energy”, ” Agriculture, Forestry,
Fishing, and Hunting”, ”Mining, Manufacturing, and Construction”, ”Transport and Communica-
tions”. Items treated as non-traded are: ” General Public Services”, ”Defence”, ”"Public Order and
Safety”, ”Environment Protection”, ”Housing and Community Amenities”, ”"Health”, ”Recreation,
Culture and Religion”, ”Education” and ”Social Protection”. Data coverage: AUS (1998-2013),
AUT (1995-2013), BEL (1995-2013), DEU (1995-2013), DNK (1995-2013), ESP (1995-2013), FIN
(1990-2013), FRA (1995-2013), GBR, (1995-2013), IRL (1995-2013), ITA (1995-2013), JPN (2005-
2013), NLD (1995-2013), NOR (1995-2013), SWE (1995-2013) and USA (1970-2013). Data are not
available for CAN. Thus, for this country, when we calibrate the model to each OECD country, we
choose a non-tradable content of government expenditure that is given by the unweighed average,
i.e., 0.90, as can be seen in column 4 of Table 6.

To compute the home content of consumption and investment expenditure in tradables, we use
the Comtrade database from the United Nations. There are three basic classes of goods in SNA
in the categories of classification of Broad Economic Categories (BEC): capital goods, intermediate
goods and consumption goods. Since we focus on sectoral value added and its final use, we exclude
intermediate goods. The sum of capital and consumption goods imports as a share of GDP averages
10.4% as can be seen in column 7 of Table 6. When we calibrate the model to a representative OECD
economy, we assume that trade is initially balanced. This assumption is roughly consistent with
the data which indicate that exports of consumption and capital goods as a share of GDP average
10.8%. Excluding trade on intermediate goods, the Comtrade database enables us to construct time
series for the content of imports in consumption goods, C¥'/M* and investment goods, J¥/MF .
Since we can compute consumption and investment goods as a share of GDP, i.e., C¥'/Y and JF /Y,
we can determine the import content of consumption and investment expenditure in tradables, by
using the following decomposition:

F F
H - ¢ = S , (84a)
PHCH Y wooco
Lol JE JE 1

L H _ 4
YW ITPHIE T Y wiay (84b)
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where we = 1 — wy — wg with w; and wg shown in columns 13 and 14 of Table 6; the tradable
content of consumption expenditure, a¢, can be calculated by using column 2 which gives 1 — a¢.
Once we have computed 1 — o and 1 — a? , we can compute the home content of consumption
and investment expenditure in tradables which are shown in columns 8 and 9. The home content
of consumption expenditure in tradables, o, averages 77% while the home content of investment
expenditure in tradables, a? , averages 51%. Source: United Nations Comtrade database [2017].
Data coverage: 1998-2013 for all countries. .

The labor income share for sector j denoted by s7 is calculated as the ratio of labor compensation
of sector j to value added of sector j at current prices. Sources: EU KLEMS ([2011], [2017]) and
OECD STAN (]2011], [2017]) databases. Data coverage: 1970-2013 for all countries (except Japan:
1974-2013). As shown in columns 10 and 11 of Table 6, si and s average 0.63 and 0.68, respectively.

Column 12 of Table 6 gives the aggregate labor income share which averages 0.66 in our sample.
Columns 13 and 14 of Table 6 display gross capital formation and final consumption expenditure of
general government as a share of GDP, respectively. Source: OECD National Accounts Database.
Data coverage: 1970-2013 for all countries.

Columns from 15 to 19 of Table 6 display estimates of the elasticity of substitution between
tradables and non-tradables in consumption, ¢, the elasticity of labor supply across sectors, €, the
elasticity of substitution between capital and labor in the traded and the non-traded sector, i.e., o
and oV, respectively, the elasticity of exports w.r.t. the terms of trade, ¢x. In subsections L.4 and
L.5, we detail the empirical strategy to estimate these parameters, except for the price elasticity
of exports shown in the last column of Table 6 whose estimates are taken from Imbs and Mejean
[2015].

Because data source and construction are heterogenous across variables as a result of different
nomenclatures, Table 8 provides a summary of the classification adopted to split value added and
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Figure 14: Dynamic Adjustment of Hours Worked: Empirical vs. Theoretical IRF. Notes:
Fig. 14(a) contrasts the empirical response of total hours worked shown in the blue line with the baseline model’s
prediction with FBTC displayed by the black line with squares. The dashed red line shows the theoretical response
from the reference model for the calibration with Cobb-Douglas production functions and HNTC. Fig. 14(b) shows
empirical responses of total hours worked to identified symmetric (black line) and asymmetric (blue line) technology
shocks across sectors. Sample: 17 OECD countries, 1970-2013, annual data.

its demand components as well into traded and non-traded goods.

L.2 Responses of Aggregate Hours Worked to Asymmetric and Symmet-
ric Technology Shocks across Sectors

We explore empirically below the response of total hours worked to the asymmetric technology
shock because this variable receives a lot of attention in the literature pioneered by Gali [1999]. We
consider the VAR model which includes aggregate variables (all in growth rate) such a real GDP,
total hours worked, the real consumption wage in addition to the productivity differential ordered
first. Interestingly, a shock to the ratio of traded to non-traded TFP increases significantly hours
worked. While it is beyond the scope of this article, we estimated the response of total hours worked
to a symmetric technology shock across sectors (i.e., a shock to Z4 leaving unchanged the ratio
ZH /ZN) and we find empirically that total hours worked decline substantially, see Fig. 14(b). The
discrepancy in the response of hours worked between symmetric and asymmetric technology shocks
is caused by the reallocation incentives we focus on in this work. While a technology shock biased
toward the traded sector appreciates the relative price of non-tradables and has an expansionary
effect on hiring by non-traded firms, a symmetric technology shock across sectors depreciates the
relative price of non-tradables which lowers the share of non-tradables in expenditure and thus exerts
a negative impact on labor demand by non-traded firms. Since the labor share of non-tradables is
two-third, more hiring in this sector increases total hours worked while less incentives to hire in
this sector lower total hours worked. In this regard, the gross complementarity between traded and
non-traded goods and the gross substitutability between home- and foreign-produced traded goods
play a pivotal role in the response of total hours worked to aggregate technology shocks. In addition,
as mentioned in the main text, aggregate technology shocks are a combination of asymmetric and
symmetric technology shocks whose contribution varies over time, and thus the response of hours
worked is most likely to increase over time because the contribution of asymmetric technology shocks
increases.

Empirical and theoretical impulse response functions following a permanent increase in traded
relative to non-traded TFP are contrasted in Fig. 14(a). Empirical responses are displayed by
the solid blue line and theoretical responses from the baseline model with FBTC are displayed by
the solid black line with squares. The dashed red line shows model’s predictions when we consider
Cobb-Douglas production functions which correspond to the normalization point (since we normalize
CES production functions by taking the steady-state in a Cobb-Douglas economy as the reference
point). We set o, to 1.6 in order to let the reference model with Cobb-Douglas production functions
reproduce the impact response of total hours worked. While the impact response is almost identical,
the baseline model with CES production functions and FBTC reproduces very well the dynamics of
total hours worked while the model with Cobb-Douglas production functions somewhat understates
the growing time profile of total hours worked.

L.3 Calibration of the Technology Shock Biased toward Tradables

Once the model has been calibrated to reproduce the key features of a representative OECD economy,
we have to generate shocks to sectoral TFPs which are in line with the data. To determine the
dynamic adjustment of Z7 following a long-run permanent increase in Z by 1%, we first estimate

o8



'[G10g] uealoly pue squu] woI uee) are ‘X¢ ‘Oper) Jo surrel ‘pI'm s110dxo Jo A11019se[0 9Y) JO S9IRWIISO (A ‘f = [ 10700s Ul 10qe]
pue ejydes weamiaq uoIINIISANS Jo AJDIISE[S Y} ST 0 ‘S10909s ssorde A[ddns 1oqe[ jo A}or)se[ o) sI 3 ‘uorpdwnsuod ur SPoos PapeIj-UoU PUR PaPRI) UsMIS] UOIINIIISqNS JO AJID1)se[d
oy ST ¢ (IO Jo oreys ® se Surpuods JUOUINIEA0S ST { /5 PUR OT}Rl J([5)-03-}USUIISOAUT 93 ST /] ‘ST 03eS0188e oy st Ts o[iym A7 ‘I = [ 103008 Ul G[] oY)} 10J SpuR)s ST ‘SO[qepRI} Ul
amjipuadxe juaumIjseAul pue uordwinsuod Jo aIeys aWOoY dY}) MOYS § pPUe § SUWN[OD (L) 0} sprodwr Spood [euy Jo Orjel oY) SAAIS ), uwnjo)) ‘uoljesuaduod I0qe] JO JUIIUO0D d[qeper)-uou
91} pu® ‘IO0R[ Ul SO[(RPRI}-UOU JO JIRYS o1} ‘DINJIPUadXe JUSTIUISAOT PUR JUSUIISIAUT ‘U0IIdWNSUO0D JO JUSIUO0D J[RPRII-UOU dY[} ‘SO[(RPRII-UOU JO dIeys J(L) 9} MOYS Q-] SUWN[O)) S9JON

0LT TL0 690 09T F¥¥0 | 020 20 990 | 890 €90 | 160 LLO 01°0 €9°0 €90 060 <90 €50 190 ando
Gy'T  88°0 LL0 T€Ee 280 | 910 @20 290 | 290 €90 | LLO 680 c0'0 99°0 0,0 680 950 630 990 vsn
8T 880 190 €90 TS0 | €0 20 1.0 | ¥L0 190 | €90 ¥LO 01°0 790 €90 760 LFO 9S0 290 AMS
QLT 990 €90 T00 680 | 020 920 FS0 | €90 PO | €60  S8°0 80°0 790 €90 680 190 9F0  ¥G0 YON
°U PO 160 ¢80 290 | €30  T0 690 | FLO 190 | STO  S9°0 910 L9°0 190 060 090 FS0 €90 AN
09T #9°0 9T'T .80 GOT | 9T0 620 %90 | 990 090 | 060 060 700 €9°0 190 060 840 L20 190 Ndr
LT LF0 FR0 99T L0 | 8T'0 20 0L0 | 290 FLO | 890 180 2070 860 80 160 ¥90 SF0 090 VI
°U €90 FLO 2¢O C€T | 8T0 220 090 | 690 IS0 | 620 L0 710 09°0 8¢°0 .80 090 FS0 TS0 TdI
IST 920 090 090 000 | 610 020 TL0| L0 0L0 | 090 8.0 60°0 19°0 9’0  ¥60 090 LGS0 690 agn
99T €60 L80 OVI 680 | 220 €20 0L0| 690 €L0 | 190 280 80°0 99°0 790 160 90 6F0 990 v4ad
29T 6L0 9.0 €0 G680 | 020 SZ0 0L0 | VL0 S90 | 190 €80 60°0 090 840 680 S90 0S0 LSO NIA
I8T 80 €0T 0T 6€T | 910 F¥20 €90 | 990 090 | ¢F'0 180 80°0 29°0 090 .80 6.0 SS0 090 dsHd
°uw Q7T 0 620 80T | ¢20 TZ0 890 | 0L0 90 | OVO L0 zro 190 990  ¥60 €90 IS0  S90 SING
VT 660 ¥90 TOT 8S0 | 610 €20 690 | ¥90 9.0 | €40 180 60°0 1570 090 160 ¥90 TS0 190 nAaa
6z’z 190 S8F0 6£0 GL0 | IT0 g0 690 | 290  FSO | 8¢0 IS0 0] €90 190 060 890 €20 290 NVD
°uw  L0T €80 190 ¥TT | €30 €20 290 | 90 990 | 610 2€0 cz0 €9°0 790 680 840 €S0 290 Ta9g
0LT 08T LL0 OT'T ST | 810 G20 890 | 890 890 | ¥¥0 0L0 ¥1°0 19°0 090 880 090 F¥S0 190 IOV
9T €50 LF0 L8O OFO0 | 8T0 .20 ¥90 | L90 650 | ¥9°0 980 L0°0 €9°0 790 880 290 €50 090 SNy
(61) (1) (1) (91) (¢1) | (1) (e1) (er) | (11)  (01) | (6) (8) (L) (9) (¢) ¥ (¢ (2) (1)
x¢ o0 L0 3 ¢ | A/D A/T Ts | (SI'T ,SIT | "aup  suwopy  x/-dwy | -dwoo "qe] 1oqe] Aop AUl suo)  JdD

wmmﬁuﬁwﬁﬁm mOE@.H ®ud@®uww< @Hﬁﬂm MOQ@A whﬁﬂw @EOE ®H®£w mﬁﬂﬁﬁdhulﬂoz w@iuﬂ.DOO

(£T0Z-0L6T) [PPOIN 10300S-0MT, U3} 0yeIqI[e)) 0} BIR(] 9 O[qR],

99



___NE
ZNIMMVZN [ ml 10818} 09 998
gz e
IN\MWEN Qﬁmﬂ\ 198181 01 198 89911 899T'T
NZ 19918} 0} 198 : F
s (0) 2 19818y 0y 908 MOS 0 6050 N3 nZ J0 Juounsnipe jo poadg
I HHO O . . 3
oW U 951 = 7 oyeaouos o3 600- ogo00 7 "7 JO MMM JO oo
(oseqeIR(] JO0[IN( STWOU0D %T JE600" ~Z (0) yz 103 190urered Suireo
([8002] T 10 Ao o A ADHO :09Im0g) soye %T . uZ onmN 10] 1030 ITess
(eseqerR( YO qd) b surqog, 03 37/ &30 JeUWI}so o Z ‘TenusIegIp Ayaron 0 ered B
FOO[IM () Srwouody (IDHO .wS:o,mvEmﬂo o1} YojewW 09 39S %0¢ %02 : 1A13oNpoId 0} YO0US SNOU30XH
. 0, —
o7 = [ 108181 03 308 L I O ‘g5 Jo oryer © spoys A3ojouyoay,
[5T0Og] weal: %E6 Y 9500 : se Surpuods juouiu
([LT0g] opeIImO)) ‘S [o]N pue squuy %€°6 Juaurgsn(pe reyrdes ururs 10A0Y)
([110¢] opeamon woreN portun) %1¢ = Lo 181 . Mg ‘orer :o&msmim. A0S Iojoureteq
0 ‘SUOIIRN Pau() % L) = " o ') 09 108 L1 LT mu:m.:c.mﬁ.boo _uw et [erild
~H Ie) 09 908 290 z9° uewep 4an-
(soseqesep [£10g] ‘[1102) N uoryezieULION o 80 & . ;qwaum@% Eﬁww oo 10 nidtom
(soseqeyep [410g] ¢ VIS dOd0 pue [,10g)] ¢ 1@ Spo03 paper) awo I popeI} oWoY JO JYSA
:Sﬂ NVLS dDEO Pue [L107] ,ﬁ:j SINATS NF) sorewurso mo ! 1 " 1 rondumsuon Jo FM
[L102) ADHO ° 1102] SINA'T : €9’ aaeys T
— ([L102] osequyep jnd wmmu H0OJ0D) SoYeUIIsd Mo ) SeyewI)se 1o 90 €90 . 4s oWOH"D)
qeyep [L10T] ¢ mo-mdu 89°0 : s ‘103008 ¢Z Xopul
gl i 1 ADAO) %g9 = 89°0 " popes} o il
0zl NVIS dDEO pue [1107] ° 0) %z9 = 0 10818) 0y 108 6°0 . mm. 10709S PO peI} 9y} Ul oIRYS 9WOdUL I0qe
([2102) JODIOD ‘suor a) ‘[110Z] SINATY NH) © o ) 60 NOm ‘orm papelIj-uou 9y} Ul oIeys dur troqeg
® ) (4 q
yeN porur) %EE = o0 — ) %9 = T/ /T 19811 03 305 @ 0 790 J1puadxo JUOUWUISA0S JO YU oour 1oqer|
(seseqesep [L10¢] ‘[1102] N T 198.18% 0 198 9°0 9°0 o 7 — [ ‘JuotIseAut po 1109 SIqEPERTHON
[ VIS dDHO Pue [110g) ‘[1102] 670 670 (7 1 103098 poputiuon o1 o 1 PO TN JO AFA
v661] PUVIPAS pue o0qay] SINEITSI N sereuso 1 — T ‘Spoo3 popei)- [ddns 1oqef Jo JyStop
[1661] PuePAY pue wom M ‘snxoeq ! no 91 o1 j-uou ur uorpdwnsuod jo E%ag
9y ‘sn ° .
[ [8007] swog e > @1 rd ¢ > 8103098 SSOI0® EMMHMM Mﬂavabéoz.m
GB6T] 1BSAT, PUE URUIPOIS 00 ol .. L[ PUR [ U00M30q UOBNIYS o_wﬂ 3o Kyouyser
[910g] ueuroog ! T g0 PUE ) U99M30 HOHSANS JO ANIEEI
[¢T0g] T9qNID 7o 0 £t rpue r :ooaaom MMS:pEm@:m jo Lyouysery
9)eI )S2I9UI P[10M BT} 0 [enbo o 91 T ¢ "D Pue ;0 Ueamidq gowmfm@:m 30 LAoNEEId
¢ 0 “I0qe] 10§ UOT fuInsqus jo LHonse
b4 20 ‘U0 1nymsqns jo A PRSETH
%UQ@.DU@.@ eyRp %V %¥ EQESmQOO 10] UOMMINISNS JO %WMMHNMMMM MNMOMEQQHQQQH
b rIOAUID
Q nwaﬂw JIR3uf
QOURIDJOY Teok Ie2A 1 JunCOsIp SuIfy dARIqNg
ansues  d0H0 seouaIejeId vV
onep ouIt} Jo pottod
uonuga (g

(Awrouoory
ADHO 2a1yeIuesaIday]) sivjourered aulpsed
! ‘L 9lqeL

60



'NVD 10§ d[qe[reae jou oxe 5 o d % ;O pd 10§ S9LI9S oy [SIION

UOT09101J [RID0OG ‘JUSUUOIIAUSG]
uo11ea100y ‘Suisnol ‘yieeH ‘uorreonpy ‘A1ojeg ‘eousjo ‘sedralag orqnd N

(¢1-02)

vsn ‘(€1-96) @MS ‘(€1-96) MON ‘(€1-96) A'IN

{(€1-60) NI ‘(€1-96) VLI ‘(€1-66) THI ‘(€1-96) HAD ‘(£1-¢6) vHd (£1-06) NIA

(seo1ad jue1Ino)
NONd B gOpd

DOJA0D yiodsued], ‘Sunmiognuey ‘oInymonsy ‘AS1euy i ‘(£1-96) dSH ‘(€1-96) MNA ‘(€1-¢6) NAA ‘(£1-96) Tdd ‘(£1-¢6) LNV ‘(€1-86) SOV Suipueds juowWUIEA0D)
(e1qepeI)-UoU 940G PUE S[qEPEI} % (G ST POUYOP) SNOSUR[[OISIN PUE (e1-0L) VSN ‘(€1-€6) EMS (£1-0L) HON ‘(€1-66) A'IN ‘(€1-¥6) NI (seo11d juorino)

SURINERISOY ‘UOIRONPH ‘UOIFRIID0Y ‘SUOIFEOUNWWO)) ‘Y3[eoH ‘SUISNOH N ‘(£1-96) VLI ‘(£1-96) TUI ‘(£1-96) UdD ‘(£1-0L) vud ‘(€1-9L) NIA ‘(€1-96) dSH NONd B gOpd

dODIOD SnoduR[[PISI ‘yrodsuely, ‘sBurgsiuany ‘Suryjor) ‘sefetsasq ‘pood L | ‘(€1-04) MNA ‘(€1-¢6) NHA ‘(€I-18) NVD ‘(€1-96) Tdd ‘(€1-96) LAV ‘(£1-0.) SOV uopdunsuoy

andinQ-induy

(s1qepeIl-uou % NG puUe S[qePRI} %(0G SB PIUYSIP :I9YIQO)
193 ‘UOI}ONIJSUO) AN

(e1-0L) VSN ‘(€1-€6) AMS ‘(€1-0L) HON ‘(€1-96) A'IN ‘(£1-¥6) NI
(£1-66) VLI ‘(£1-96) THI ‘(€1-L6) "D (£1-8L) vHd (£1-08) NId ‘(£1-66) dSH

(soorad jua1no)
NInd @ glgd

andao 10430 ‘gonpoid £3aedoid ‘seoanosey [esrsojorg (IDI ‘Modsuesy if | ‘(€1-04) MNA ‘(€1-$6) NHA ‘(£1-04) NVD ‘(€1-96) Tdd ‘(€1-$6) LNV ‘(£1-04) SOV JUDUYSIAUL
joosno VSN ‘EMS “HON ‘d’IN ‘Ndl VLI “TdI ‘4dD (seo11d juesuon)
anyao (AdaD) 19npoad d1psowop ssoLy £102-0L61 ‘Vdd NIJ ‘dSH ‘MINA ‘0dd ‘NVD ‘“1dd LAV ‘SOV U 1onpoad d3sowop ssoiy
S9O1q VSN ‘IMS “HON ‘A’IN ‘Nd[ ‘VILI ‘ THI ‘4dD (00T=G661 xopur)
ando Xoput swagr [[e ‘s9opid mownsuoy €102-0L6T ‘VHd ‘NIA ‘dSd ‘SINA ‘0dd ‘NVD ‘“1dd LAV ‘SOV. Od Xopuj 92114 IowWnsuoy)
suorje[nO[Ed (£') quoumjsosur ur areys o[qepery oy pue (Is pue [Ts) soreys (eT-¥L :NdC) VSN ‘IMS “HMON ‘d’IN ‘Ndf VLI “TdI ‘9dD
(;stoyjne 1oqe| £q peysnlpe (,7) sP[qepedj-uou up i1 1940 (,;Z) S2Iqeped) ut JiL £102-0L61 ‘VHd ‘NId ‘dSd ‘SINA ‘0dd ‘NVO “1dd ‘LAY ‘SnV Z ddAL eanepy
suorje[nofed €T0Z-0L6T 10A0 poSeIoAe Poppe du[eA Ul oIeys 10qe[ oY) wm St o1oyM (eT-¥L :NdC) VSN ‘HMS “HON ‘dIN ‘Ndf VLI “TdI ‘99D (00T=G66T xopur)
(;sIoyjne 31801 (s — 1) — ;7801 Ls — [ xS0l = [z o] wouy srenpisox mojog se pogndurop €T0Z-0L6T ‘v ‘NIJ ‘dSH SINA ‘NEd ‘NvD “1dd LAV SOV NZ B pZ SddAL [e10300g
suorje[no[ed (€T-¥L :NdC) VSN ‘HMS “MON ‘dIN ‘Ndf VLI “TdI “9dD NI B g
(s1oyjne (¢7) poSeSuo suosiod £q poxIom sinoy [@40} 1040 (37) }003s [eqide) €T0Z-0L6T ‘VHJd NIJ 'dSH 3INA ‘NUd ‘NVD “1dd LAV SOV sorged toqer-fejrde)
SUOrjRMO[Ed (§yAnd T gAgd)/ (A cd) s2reys sndino (€T-7L NdL) VSN ‘@MS “MON ‘A’IN ‘Ndl VLI “TdI ‘gD N B g
sioyjne s9o1ad quouand [e10109s Fuisn [g00g] {ewex pue ofejores woyy pajnduoy £102-0L6T ‘VHd ‘NI4 ‘dSd ‘SINA ‘0dd ‘NVD ‘“1dd LAV ‘SOV $3003s [ejrded [e10300g
suorje[nI[Ed (%¢ :09e1 uoyRIdIdop) S$ooLId JUBYSUOD UL JUSUWGSIAUL (€T-7L :NdI) VSN ‘IMS “MON ‘d’IN ‘Ndf VLI “TdI ‘99D (soorad jyuegsuod)
;s1oyjne 29e80188e jo ejyep Sursn yoeordde Lrojueaur yenjediod oyy woyy pendwop €T0Z-0L6T VY NIJ 'dSH SINA ‘NUd ‘NVD ‘1dd (LAV ‘SAV 3 3Po3s repden
suorjRNO[Rd (€T-¥L :NdC) VSN ‘HMS “MON ‘dIN ‘Ndf VLI “TdI “94dD sy Is
(s1oyjne (& ¢d) s9o1ad juoaind ge poppe onfea 1ao (g 77) uorpesuaduwod 1oqery €102-0L6T ‘VH4d ‘NIJ 'dSH 3INA ‘NEd ‘NVD ‘1dd LAV SOV soleys awoout I0qerg
SUOT}E[NO[€D (€T-vL :NdC) VSN ‘IMS MON ‘d’IN ‘Ndf VLI “TdI ‘99D (00T=g661 xopur)
(;sIoyjne (M) sdrqepes) ur 98em [eurwion 1940 ( A4) SI[qepeI}-uou ur o5em [RUION €102-0L6T ‘VYd ‘NIJ ‘dSd “MNd ‘Ndd ‘NvD “1dd ‘1AV ‘Snv U 93eM da1R[eY
SUOT}E[NO[ED (ET-¥L :NdC) VSN ‘IMS MON ‘d’IN ‘Ndf VLI “TdI ‘9dD (anoy 1od pue [eor)
(;sioyjne (Og) xopur 9o1ad Iownsuod 943 £q papiap () 25em [eurwion £102-0L61 ‘'VHd ‘NIJ ‘dSH ‘SINA ‘0dd ‘NVD ‘“1dd ‘LAY SOV Od /M 28eM
suorje[noed (€T-7L NdL) VSN ‘HMS “HMON ‘@’IN ‘Nd[ VLI “TdI ‘d4dD (anoy aod pue [eox)
(s10yne (Og) xoput oopd rownsuod ayy £q papialp (A1) 98em [euiwoN £102-0L61 ‘VHJA ‘NIJ SINA ‘dSd ‘NVD “T1dd ‘LAY ‘SNV Od/ M % Pd/ g M 95
SUOIR[NI[RD (€T-FL :NdI) VSN ‘@MS “MON ‘d7IN ‘Ndf VLI “TaI ‘ddD (anoy 1od pue euiwou)
;soyjne (7) poSeSus suosiod Aq poyIom SINOY €303 1940 (g 77) uorjesusduwos 1o0qer] €102-0L6T VY NIJ ‘dSH SINA ‘NFd ‘NVD ‘1dd LAV SOV M PSeM
suorjeno[ed (eT-¥L :NdC) VSN ‘AMS “HON ‘dIN ‘Ndf ‘VLI “Tdl ‘49D (anoy 1od pue [euiwou)
(;sioyjne (;77) poSesus suosiad £q pesiom sinoy [e10} 1040 (g 77) uoryesuadwod toqer] £102-0L61 ‘VHd ‘NId ‘dSd ‘SINA ‘0dd ‘NVO “1dd LAV ‘SnV NN B M e8em
SUOIR[NO[ed (g d) spoos papey (eT-¥L :NdC) VSN ‘MMS ‘“MON ‘d’IN ‘Ndr ‘VLI “Tdl ‘¥dd (001=g661 xopur)
(;sIoyjne JO I0yeyep pappe anfea 1040 (| J) SPOOS papedj-uou Jo I0jePap pappe dn[ep €102-0L6T ‘VYd ‘NIJ ‘dSd ‘MNd ‘Ndad ‘NvD “1dd ‘IAV ‘Snv d 9911d dA1RPY
SUOTjE[NO[ED (eT-¥L :NdC) VSN ‘EMS “MON ‘d’IN ‘Ndf VLI “TdI ‘9dD (103eyop poppe onfea)
(;sIoyjne (&) s901ad jueysuod je poppe dnfes 10 (L pd) $991ad JusLInd Je poppe onfeA €102-0L6T VY4 NIJ 'dSH 3INA ‘NUd ‘NVD ‘1dd LAV SOV Nd B pd @td
SUOrjRMO[ed (NI + T) Awouods [ej0y ur paSesus suosad (€T-7L NdL) VSN ‘@MS "MON ‘d’IN ‘NdI VLI “TdI “49D N
(stoyjne Aq pasiom simoy [e403 1040 () poSesud suosiod £q payIom sinoy [e3or, £102-0L61 ‘'VHd4 ‘NI4 ‘dSd ‘SINA ‘08d ‘NVD “1dd LAV ‘SnV aaeyg 1oqer
SUOrjRMO[ed (5T) se1qepeaj-uou ur pagesus suostod £q podprom (€T-7L NdL) VSN ‘@MS "MON ‘A’IN ‘NdI VLI “TdI ‘49D NT/ 5T
(saoyjne sanoy (8303 1040 (,,77) sd[qepel) ur pasesus suosiod £q padiom sinoy B30l £102-0L61 ‘VHd ‘NI4 ‘dSd ‘SINA ‘08d ‘NVO “1dd LAV ‘SnV J0qer] aArjRY
suoreno[ed (A + g A) Awouoos [ejoy ut (eT-¥L :NdC) VSN ‘IMS “HON ‘dIN ‘Ndf VLI “TdI ‘49D NATB g
(;sIoyjne $9011d JURISUOD j@ POPPE dN[EA 1040 (L) $901ad JurIsSUOD Je pappe on[e)p €10Z2-0L6T ‘VH4 ‘NIJ ‘dSd “MNd ‘Ndd ‘NvD “1dd ‘1AV ‘Snv areyg jndinQ
suorye[nored (&) se1qepea-uou ur sednid jue)suod (€1-¥L NdI) VSN ‘@MS “MON ‘A’IN ‘Ndf VLI “TdI ‘9€D NA gk
(;sIoyjne ¥e poppe on[ea 1940 (, X) SO[qepedy Ul s901ad JUB}SUOD 3¢ POpPPE dn[eA €102-0L6T ‘VHA ‘NIJ ‘dSd “MNd ‘NdEd ‘NvD “1dd ‘1AV ‘Snv ndynQ earjerey
NVLS % SIDIAIDG [RUOSIO] ‘93)SH [B9Y ‘S[9I0H ‘OPei], ‘UOIONIISUO) ‘AIIDLIYOS[H N (eT-¥L :NdI) VSN ‘IMS MON ‘d’IN ‘Ndf VLI “TdI ‘99D (soond juoaind)  gyT X
SINITM Nd uorjeIpawIdgu] douRuL ‘grodsuedy, ‘Supmnjogynuey ‘Surdiy ‘anymousy :f £T0Z-0L6T ‘VHd NIJ 'dSH 3INA ‘NUd ‘NVD ‘1dd LAV ‘SAV g d V1 uorjesuaduwioo 10qer]
NVLS % SOOIAIDG [RUOSIO ‘9)R)SH [BOY ‘S[910H ‘0P, ‘UOONIISUO)) ‘AIIDLIPA[H N (eT-¥L :NdC) VSN ‘IMS “HMON ‘d’IN ‘Ndf VLI “TdI ‘99D (posesus suosiod Aq poxiom
SINETM Nd uorjeIpowIRju] douRuL ‘grodsuesy, ‘Supmnjogynuey ‘Surdiy ‘anymousy :f £T0Z-0L6T ‘VH4d NIJ 'dSH 3INA ‘NEd ‘NVD ‘1dd LAV ‘SAV sioy [8303) T N T 10qe]
NVLS % SOOIAIDG [RUOSIO ‘9)@)SH [BOY ‘S[910H ‘OPeL], ‘UOMONIISUO)) ‘AIIDLIPA[H N (eT-¥L :NdC) VSN ‘IMS “HMON ‘d’IN ‘Ndf VLI “TdI ‘9dD (soorad juorimd)
SINATM Nd uoljerpowIoju] eoueul ‘yrodsuedy, ‘Sunmjoenuey ‘SUIUIN ‘2In3NOuSyY L[ £103-0L6T ‘VUd NI ‘dSH SINA ‘Ndd NV 1dd ‘LAY SOV | yAyd B g &g d PPPPR enfeA
NVLS %% SODIAIDG [BUOSID ‘018)SH [89Y ‘S[91I0H ‘OpeL], ‘UOONIISU0)) ‘AJDIR[H N (eT-¥L :NdC) VSN ‘IMS “HON ‘dIN ‘Ndf VLI “TdI “9dD (seo11d juesuoo)
SINHTM N uoneIpaudju] soueuly ‘jrodsuedy, ‘Sunniognuey ‘Suruiy ‘@InynousyY [ £102-0L6T ‘VHd ‘NI4 ‘dSd ‘SINA ‘08d ‘NVO “1dd ‘LAY ‘SnV NA B A POPpPR onfeA
oseqejre(] uo11e80133e pur UOIONIISUO)) potiag POIOA0D SOLIJUNO) arqerie)

S90INOG ©IR(] PUR SO[(RLIRA JO UOIIINLIISUO)) :Q [(R],

61



the VAR model that includes (in growth rate) the relative productivity of tradables, real GDP, total
hours worked, and the real consumption wage and identify technology shocks as shocks that increase
permanently the ratio of traded relative to non-traded TFP. Then, we consider a VAR model in
panel format on annual data that includes identified technology shocks, €Z, ordered first, TFP in the
traded sector, Zﬁ , TFP in the non-traded sector, Z{f , and the ratio of sectoral TFPs, Z;;, where
all variables are measured in growth rate. We estimate the VAR model z7, = [¢Z, ZH, Z , Z]
and adopt a Cholesky decomposition. While the weights a and b are assumed to be constant over
time, we find a slight discrepancy in the estimated technology shock biased toward the traded sector
because Z; slightly differs from the weighted average aZf{ — ngV . We thus take the following route.
We compute ZAtN at various horizons by using the following formula ng _ o2l =2 so that the
asymmetric technology shock is equal to the labor share-adjusted TFP differential at each point
of time. It is worth mentioning that the difference between the actual and rescaled response of
non-traded TFP is negligible.

To set the law of motion of sectoral TFPs, we proceed as follows. We assume that the adjustment
of labor- and capital-augmenting efficiency is governed by the following continuous time path:

Ay~ Al =aie ", BI(t)- B =be ", (85)

where & > 0 measures the speed at which productivity closes the gap with its long-run level. When
parameters a’ or b’ take negative values, productivity undershoots its new steady-state value on
impact. Log-linearizing the technology frontier (27) in the neighborhood of the initial steady-state

leads to: N N
20 = sh A () + (1= 5,) B(0), (86)

where 82 is the LIS in sector j at the initial steady-state. Inserting (85) into (86) and using the
fact the Z9 = siflj + (1 — st) Bi in the long-run enables us to map the dynamics for labor- and

capital-augmenting efficiency into the law of motion for TFP in sector j = H, N:
2it)y— 27 =gt (87)
where 77 = sidj + (1 — si) bI. We choose a’, b/ by setting t = 0 into (85) which yields @/ =

- (/13 - Aj(O)), and b = — (BJ — Bi (0)) Making use of the time series generated by (39a) and

(39b) gives us aff = —0.029840, bH = —0.202769, aV = 0.234035, bV = —0.500629. To determine
the value for the speed of adjustment of sectoral TFP, we solve (87) for &/:

¢=—tn (Zj(t)j Zj) . (55)

z

We choose time ¢ for which we calculate £7 that gives us the best fit of the response of VA (t) estimated
empirically. Setting ¢ = 3 leads to £ = 0.570885 for the traded sector and &V = 1.166821 for the
non-traded sector which gives us the best fit of the response of Zi(t (t) estimated empirically.

Given the values for 2/, &/ and Z7, we can compute the transitional path for Z7(t) by using
(87) and thus the dynarmcs for the productivity differential (40) where we assume that weights a
and b are constant over time. In Fig. 15, we contrast empirical responses shown in blue lines with
theoretical responses displayed by the solid black lines with squares. We may notice that the law of
motion (87) we impose to capture the dynamic adjustment of sectoral TFPs allows us to reproduce
well the responses of Z7(t) we estimate empirically. When we calibrate the model to country-specific
data, we adopt the same approach as for the calibration to a representative economy.

L.4 Estimates of ¢ and ¢: Empirical Strategy

Table 9 shows our estimates of the elasticity of labor supply across sectors, €, while Table 10 shows
our estimates of the elasticity of substitution in consumption between traded and non-traded goods,
¢. We present our empirical strategy to estimate these two parameters. More details can be found
in Appendix M.3 and M.2, respectively.

Elasticity of labor supply across sectors. Drawing on Horvath [2000], we derive a testable
equation by combining optimal rules for labor supply and labor demand and estimate € by running
the regression of the worker inflow in sector j = H, N of country ¢ at time ¢ arising from labor
reallocation across sectors computed as LJ + L .+ on the relative labor’s share percentage changes

in sector j, ﬂg,t: . ' _
Lj, = Lix = fi + fo + 7B, + vy (89)
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Figure 15: Dynamic Adjustment of Sectoral TFP following a 1% Permanent Increase in
Traded relative to non-traded TFP: Empirical vs. Theoretical IRF. Notes: The empirical responses
of TFP in the traded sector (i.e., ZH) and non-traded sector (i.e., Z) to the identified (in the baseline VAR model)
technology shock biased toward the traded sector are displayed by solid blue lines with shaded area indicating the
90 percent confidence bounds obtained by bootstrap sampling; the model’s prediction is shown in the solid black line
with squares. Sample: 17 OECD countries, 1970-2013, annual data.

where Vf,t is an i.i.d. error term; country fixed effects are captured by country dummies, f;, and
common macroeconomic shocks by year dummies, f;. The LHS term of (89) is calculated as the dif-

ference between changes (in percentage) in hours worked in sector j, Lit, and in total hours worked,
L"t. The RHS term 3/ corresponds to the fraction of labor’s share of value added accumulating to
labor in sector j. Denoting by P!Y/! value added at current prices in sector j = H, N at time ¢,

: J piyi .
7 is computed as NSLP‘ Y where s} is the LIS in sector j = H, N defined as the ratio of the

i s Pl Y
compensation of empjloglfeeLs to value added in the jth sector, averaged over the period 1970-2013.
Because hours worked are aggregated by means of a CES function, percentage change in total hours
worked, I:i,t, is calculated as a weighted average of sectoral hours worked percentage changes, i.e.,
L, = Z;V: i Bf_lf/{ . The parameter we are interested in, say the degree of substitutability of hours
worked across sectors, is given by ¢; = v;/(1 — ;). In the regressions that follow, the parameter ~;
is assumed to be different across countries when estimating ¢; for each economy (y; # 7 for i # i’).
To construct L7 and 3/ we combine raw data on hours worked L7, nominal value added P7Y7 and
labor compensation W7 L7. All required data are taken from the EU KLEMS ([2011], [2017]) and
OECD STAN ([2011], [2017]) databases. The sample includes the 17 OECD countries mentioned
above over the period 1971-2013 (except for Japan: 1975-2013). Table 9 reports empirical estimates
that are consistent with € > 0. All values are statistically significant at 10%, except for Norway.
Overall, we find that € ranges from a low of 0.01 for NOR to a high of 3.222 for USA.
Elasticity of substitution between traded and non-traded goods in consumption. To
estimate the elasticity of substitution in consumption, ¢, between traded and non-traded goods,
we derive a testable equation by rearranging the optimal rule for optimal demand for non-traded

N —
goods, i.e., OF = (1 —¢) (zfé f) C}, since time series for consumption in non-traded goods are

too short. More specifically, we derive an expression for the non-tradable content of consumption
expenditure by using the market clearing condition for non-tradables and construct time series for
1 — ac+ by using time series for non-traded value added and demand components of GDP while
keeping the non-tradable content of investment and government expenditure fixed, in line with the
evidence documented by Bems [2008] for the share of non-traded goods in investment and building
on our own evidence for the non-tradable content of government spending. After verifying that the
(logged) share of non-tradables and the (logged) ratio of non-traded prices to the consumption price
index are both integrated of order one and cointegrated, we run the regression by adding country
and time fixed effects by using a FMOLS estimator. We consider two variants, one including a
country-specific time trend and one without the time trend. We provide more details below.

—¢
Multiplying both sides of CN = (1 — ) ( IféNt) C; by PN /Pc leads to the non-tradable
content of consumption expenditure:

PNCON PN 1-¢
1- =1t =(1- : . 90
ccr = Gt <w(%) (90)

Because time series for non-traded consumption display a short time horizon for most of the countries
of our sample while data for sectoral value added and GDP demand components are available for all
of the countries of our sample over the period running from 1970 to 2013, we construct time series
for the share of non-tradables by using the market clearing condition for non-tradables:

pNCN 1 [PNYYN
PC,tCt Wt Y,

— (1 — QJ)WJ,t - u}GNwG,t:| . (91)
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Table 9: Estimates of Elasticity of Labor Supply across Sectors (¢)

Country Elasticity of labor supply
across Sectors (€), eq. (89)
AUS 0.375“
(3.20)
AUT 1.103%
(3.00)
BEL 0.610°
(3.57)
CAN 0.390“
(4.12)
DEU 1.012¢
(3.52)
DNK 0.286“
(2.50)
ESP 1.015%
(3.73)
FIN 0.431°
(4.39)
FRA 1.400°
(2.83)
GBR 0.601°
(3.91)
IRL 0.216*
(3.74)
ITA 1.664¢
(3.01)
JPN 0.873“
(3.55)
NLD 0.219"
(2.05)
NOR 0.011
(0.34)
SWE 0.534“
(4.28)
USA 3.222¢
(1.83)
Countries 17
Observations 1456
Data coverage 1971-2013
Country fixed effects yes
Time trend no

Notes: ¢, ® and ¢ denote significance at 1%, 5% and 10% levels. Heteroskedas-
ticity and autocorrelation consistent t-statistics are reported in parentheses.
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Since the time horizon is too short at a disaggregated level (for 17 and G7) for most of the countries,

we draw on the evidence documented by Bems [2008] which reveals that 1 —a’ = £ ;,V ol JN
over time; we further assume that £ NGGN = wgn is constant as well in line with our evidence. We
thus recover time series for the share of non-tradables by using time series for the non-traded value
added at current prices, PtN YtN , GDP at current prices, Y;, consumption expenditure, gross fixed
capital formation, I}, government spending, G; while keeping the non-tradable content of investment

and government expenditure, 1 — ay, and wgn, fixed.

is constant

N ~N
Once we have constructed time series for 1 —ac,; = ?”C ?ét by using (91), we take the logarithm
of both sides of (90) and run the regression of the logged share of non-tradables on the logged ratio

of non-traded prices to the consumption price index:
In(1—aci)=fi+ fi+ait+(1—¢)In(PY/Po), + i, (92)

where f; captures the country fixed effects, f; are time dummies, and ;¢ are the i.i.d. error terms.
Because parameter ¢ in (90) may display a trend over time, we add country-specific trends, as
captured by a;t. It is worth mentioning that PV is the value added deflator of non-tradables.

Data for non-traded value added at current prices, P/NY,Y and GDP at current prices, Y;, are
taken from EU KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017]) databases (data coverage:
1970-2013 for all countries, except Japan: 1974-2013). To construct time series for consumption,
investment and government expenditure as a percentage of nominal GDP, i.e., wc s, wy: and wg. s,
respectively, we use data at current prices obtained from the OECD Economic Outlook Database
(data coverage: 1970-2013). Sources, construction and data coverage of time series for the share of
non-tradables in investment (1 — ay) and in government spending (wgn~) are described in depth in
Appendix K; P is the value added deflator of non-tradables. Data are taken from EU KLEMS
([2011], [2017]) and OECD STAN ([2011], [2017]) databases (data coverage: 1970-2013 for all coun-
tries, except Japan: 1974-2013). Finally, data for the consumer price index Pc; are obtained from
the OECD Prices and Purchasing Power Parities database (data coverage: 1970-2013).

Since both sides of (92) display trends, we ran unit root and then cointegration tests. Having
verified that these two assumptions are empirically supported, we estimate the cointegrating rela-
tionships by using the fully modified OLS (FMOLS) procedure for cointegrated panel proposed by
Pedroni [2000], [2001]. FMOLS estimates of (92) are reported in Table 10. When we include a
country-specific time trend, the vast majority (15 out of 17) of the FMOLS estimated coefficients
are positive; yet, only ten out of seventeen are statistically significant, including AUS, AUT, CAN,
DEU, DNK, ESP, IRL, JPN, NOR, USA. We thus also run the same regression as in eq. (92)
by ignoring country-specific time trends. We replace inconsistent (i.e., negative or no statistically
significant) estimates for ¢ when adding a country-specific time trend with those obtained when we
excluded the country-specific time trend. Except for GBR for which estimates are negative in both
cases and BEL for which estimates are not statistically significant, one out of the two regressions
leads to consistent estimates for the elasticity of substitution. For the countries mentioned below,
estimates for ¢ obtained with a time trend are replaced with those when we drop the time trend:
¢ = 0.852 (t = 8.97) for FIN, ¢ = 0.885 (t = 2.76) for FRA, ¢ = 0.723 (t = 5.54) for ITA, ¢ = 0.526
(t = 2.89) for NLD and ¢ = 0.513 (¢t = 2.59) for SWE. For BEL, we take the estimate obtained
when we remove country-specific time trend (i.e. ¢ = 1.236) since the t-stat is close to the threshold
of 10%. For GBR, the estimate is negative whether there is a time trend in the regression or not
and thus we set ¢ to zero for the rest of the analysis for this country. Table 10 shows estimates
for ¢ for each country. We add the superscript * when estimates come from regression (92) with-
out country-specific linear time trend. The last line of Table 6 reveals that ¢ stands at 0.66 when
adding a time trend while the estimate for the parameter is twice as small when dropping the time
trend. The unweighted average of these two estimates, say 0.49, is close to the value of ¢ which
is commonly set in the international RBC literature and taken from Stockman and Tesar [1995]
who find a value for ¢ of 0.44. One point merits comments. When running eq. (92), data for the
RHS variable, i.e., PV /Pg, has a good coverage for all countries of our sample. Indeed, we are able
to cover our baseline period 1970-2013 for this variable (except for JPN: 1974-2013). By contrast,
the LHS variable is constructed by using the share of non-tradables in investment (1 — ay) and in
government spending (wgn ), averaged over the period 1995-2013 (due to data availability). In light
of these limitations, we also run eq. (92) for the overlap period 1995-2013. Over this period of time,
we have a balanced panel and time series of a reasonable length. Using again the FMOLS estimator,
we obtain ¢ = 0.474 for the whole sample. As a robustness check, we also used the DOLS estimator
with one lead/lag which gives a value of 0.415. The unweighted average of these two estimates is
¢ = 0.445 for the whole sample, in accordance with the estimated value of 0.44 documented by
Stockman and Tesar [1995].
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Table 10: Elasticity of Substitution between Tradables and Non-Tradables (¢)

Country Elasticity of substitution
between C* and CV (¢) , eq. (92)
AUS 0.396"
(2.25)
AUT 1.518%
(6.35)
BEL 1.236*
(1.29)
CAN 0.748*
(4.32)
DEU 0.577
(2.79)
DNK 1.083“
(3.77)
ESP 1.387"
(2.19)
FIN 0.852%*
(8.97)
FRA 0.885*
(2.76)
GBR 0
IRL 1.352°
(3.70)
ITA 0.723%*
(5.54)
JPN 1.052¢
(5.12)
NLD 0.526%*
(2.89)
NOR 0.891
(3.33)
SWE 0.513%*
(2.59)
USA 0.821¢
(3.73)
Whole Sample 0.662%/0.333**
(12.03)"  (6.05)
Countries 17
Observations 739
Data coverage 1970-2013
Country fixed effects yes
Time trend yes

Notes: ¢, * and © denote significance at 1%, 5% and 10% levels. Heteroskedas-
ticity and autocorrelation consistent t-statistics are reported in parentheses.
The superscript * indicates that the estimate is obtained in a regression
without a country-specific linear time trend.
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L.5 Estimates of 0/: Empirical strategy

To estimate the elasticity of substitution between capital and labor, o/, we draw on Antras [2004].
We let labor- and capital-augmenting technological change grow at a constant rate:

Al = Alet, (93a)
Bl = Bl (93b)

where qj and b7 denote the constant growth rate of labor- and capital-augmenting technical progress
and A} and B} are initial levels of technology. Inserting first (93a) and (93b) into the demand for
labor and capital (24a)-(24b), taking logarithm and rearranging gives:

In(Y/ /L) = o+ (1-07)d’t+0; In(W/ /P}), (94a)
n(Y//K]) = as+ (1-0)Vt+0o;In(R/P)), (94b)

where o = [(1 —09)In A} — o7 In fyj} and ay = [(1 —0)In B} — o7 In(1 — ’yj)} are constants.
Above equations describe firms’ demand for labor and capital respectively.

We estimate the elasticity of substitution between capital and labor in sector j = H, N from first-
order conditions (94a)-(94b) in panel format on annual data. Adding an error term and controlling
for country fixed effects, we explore empirically the following equations:

In(Yj/L},) = aui+ At + o] m(W},/P)) + i, (95a)
In(Yj/K}) = azi+ Xait + 0] In(Rit/P},) + vir, (95b)

where 7 and t index country and time and wu;; and v are i.i.d. error terms. Country fixed effects
are represented by dummies «q; and «s;, and country-specific trends are captured by A1; and Ag;.
Since all variables display unit root process, we estimate cointegrating relationships by using the
fully modified OLS (FMOLS) procedure for cointegrated panel proposed by Pedroni [2000].

Estimation of (95a) and (95b) requires data for each sector j = H, N on sectoral value added at
constant prices Y7, sectoral hours worked L7, sectoral capital stock K7, sectoral value added deflator
PJ, sectoral wage rate W7 and capital rental cost R. Data for sectoral value added Y# and YV,
hours worked L and LV, value added price deflators P¥ and PV, and, nominal wages W# and
WH are taken form the EU KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017]) databases.
To construct the national stock of capital K, we use the perpetual inventory method with a fixed
depreciation rate of 5% and the time series of constant-price investment from the OECD Economic
Outlook Database. Next, following Garofalo and Yamarik [2002], the capital stock is allocated to
traded and non-traded industries by using sectoral output shares. Finally, we measure the aggregate
rental price of capital R as the ratio of capital income to capital stock. Capital income is derived
as nominal value added minus labor compensation. For all aforementioned variables, the sample
includes includes the 17 OECD countries over the period 1970-2013 (except for Japan: 1974-2013).

While we take the demand for labor as our baseline model (i.e. eq. (95a), Table 11 provides
FMOLS estimates of o7 for the demand of labor and capital. The bulk (3 out of 34) of the FMOLS
estimated coefficients from eq. (95a) are positive and statistically significant. One estimated co-
efficient is negative (o7 for IRL) while estimates of 0¥ for ITA and SWE are positive but not
statistically significant. As in Antras [2004], we alternatively run the regression of the ratio of value
added to capital stock at constant prices on the real capital cost R/P7 in sector j, i.e., eq. (95b).
We then replace inconsistent estimates for o7/ obtained from labor demand with those obtained from
the demand of capital. Columns 17-18 of Table 6 report estimates for o and o¥.

M Data Description

In this section, we present some additional information about the data we use in the empirical and
numerical analysis and the empirical strategy adopted to estimate key parameters. First, we provide
details on the construction of sectoral TFP. Then, we describe empirical strategies to estimate
four parameters involved in our quantitative analysis: the elasticity of substitution in consumption
between traded and non-traded goods, ¢, the degree of substitutability of hours worked across
sectors, €, the elasticity of substitution between capital and labor in production, ¢ and o¥.

M.1 Construction of Sectoral TFPs

Sectoral TFPs, Zg , at time t are constructed as Solow residuals from constant-price (domestic
currency) series of value added, Y/, capital stock, K7, and hours worked, Li:

InZ/ =Y/ — sl InLi — (1—51) In K7, (96)
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Table 11: FMOLS Estimates of the Sectoral Elasticity of Substitution between Capital and

Labor (o7)
Country Tradables (o) Non-Tradables (o™)
Dependent variable In(Y#/K™) In(Y?/L7) | m(Y™/KY) In(Y"N/LN)
Explanatory variable In(R/P")  In(WH /P In(R/PY)  In(WVN/pPV)
AUS 0.607° 0.474° 0.459° 0.529°
(6.67) (3.79) (4.03) (5.69)
AUT 0.235* 0.774* 0.105 1.298*
(2.65) (6.04) (1.22) (13.04)
BEL 0.389* 0.829° 0.266" 1.069*
(3.01) (8.89) (7.37) (7.10)
CAN 0.595* 0.480° 0.855% 0.668“
(3.99) (2.94) (8.62) (7.65)
DEU —0.123 0.642° 0.512% 0.987¢
(—0.68) (8.56) (8.88) (6.97)
DNK 0.267¢ 0.417¢ 0.502¢ 1.282°
(1.84) (4.32) (7.83) (6.74)
ESP 0.747¢ 1.033¢ 0.682° 0.476°
(7.11) (10.62) (3.65) (3.35)
FIN 0.249* 0.764° 0.560" 0.794°
(2.90) (1.98) (6.64) (8.30)
FRA 0.267¢ 0.870" 0.294° 0.916"
(4.82) (4.82) (11.04) (4.21)
GBR 0.242 0.603“ 0.008 0.561¢
(0.95) (6.42) (0.08) (2.68)
IRL 0.737¢ —0.125 0.762* 0.627¢
(18.46) (~0.50) (5.73) (3.16)
ITA 0.506" 0.837¢ 0.471¢ 0.259
(3.82) (8.80) (3.23) (1.51)
JPN 0.622° 1.164° 0.417° 0.635"
(8.16) (6.73) (7.97) (2.47)
NLD 0.645% 0.910 0.287¢ 0.444*
(5.13) (5.98) (9.14) (3.74)
NOR 0.798“ 0.629° 0.653“ 0.556°
(4.60) (4.39) (10.17) (4.72)
SWE 0.052 0.607* 0.378¢ 0.194
(0.35) (8.56) (6.71) (0.95)
USA 1.485¢ 0.766" 0.723% 0.876"
(6.85) (9.51) (6.64) (4.96)
Whole Sample 0.489% 0.687¢ 0.467¢ 0.716“
(19.56) (24.70) (26.42) (21.16)
Countries 17 17 17 17
Observations 745 745 745 745
Data coverage 1970-2013 1970-2013 1970-2013 1970-2013
Country fixed effects yes yes yes yes
Time trend yes yes yes yes

Notes: , * and © denote significance at 1%, 5% and 10% levels. Heteroskedasticity and
autocorrelation consistent t-statistics are reported in parentheses.
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where s]L is the LIS in sector j averaged over period 1970-2013 (1974-2013 for Japan). Data for
the series of constant price value added (VA_QI) and hours worked (H_.EMP) are taken from EU
KLEMS database. The sectoral LIS is calculated as the ratio of labor compensation in sector j
(LAB) to value added at current prices (VA). Sources: EU KLEMS ([2011], [2017]) and OECD
STAN ([2011], [2017]) databases.

To construct the series for the sectoral capital stock, we proceed as follows. Capital stocks are
estimated by using the perpetual inventory method. In order to apply this method, we need (i)
real gross capital formation series, (i) the initial capital stock in the base year, which is set to be
1970 and (4ii) the rate of depreciation of the existing capital stock. Real gross capital formation
is obtained from OECD National Accounts Database [2017] (data in millions of national currency,
constant prices). Consistent with the neoclassical growth model, the initial capital stock, Kjg7o, is
computed using the following formula:

I1970

Kigr0 = ————,
g1 + 0k

where I197¢ corresponds to the real gross capital formation in the base year 1970, g; is the average
growth rate from 1970 to 2013 of the real gross capital formation series and dx is the depreciation
rate which is assumed to be 5% (see Hall and Jones [1999]). The capital stock is obtained by using
the standard capital accumulation equation: K3 = (1 — 0)K; + I; for t = 1970, ...,2013 where
K, is the capital stock at the beginning of period ¢. Following Garofalo and Yamarik [2002], the
gross capital stock is then allocated to traded and non-traded industries by using the sectoral value
added share: 4 ,
K =w K,

where w;Y 7 is the value added share of sector j at current prices.
Finally, the productivity differential variable is computed as the difference in the labor share-
adjusted TFP growth between the traded sector and the non-traded sector:

Zy =aZll —bZN, (97)
—1

where a = [(1 —ay)+ OZJ(Sg/SILVﬂ
expenditure.

,b=a(sf /slV), with a; the tradable share in total investment

M.2 Estimates of ¢: Empirical Strategy

In this section, we detail our empirical strategy to estimate the elasticity of substitution between
traded and non-traded goods ¢. Estimates of the elasticity of substitution ¢ documented by the
existing literature are rather diverse. The cross-section studies report an estimate of ¢ ranging
from 0.44 to 0.74, see e.g., Stockman and Tesar [1995] and Mendoza [1995], respectively.*> The
literature adopting the Generalized Method of Moments and cointegration methods, see e.g. Ostry
and Reinhart [1992] and Cashin and Mc Dermott [2003], respectively, reports a value in the range
[0.75,1.50] for developing countries and in the range [0.63,3.50] for developed countries. Since
estimates for ¢ display a sharp dispersion across empirical studies, we conduct an empirical analysis
in order to estimate this parameter for each country in our sample.

M.2.1 Derivation of the Testable Equation

To estimate ¢, we adopt the following strategy. At each instant of time, the representative household
consumes traded and non-traded goods denoted by CT and C¥, respectively, which are aggregated
by means of a CES function:
6—1 o—1 %
C= |:30<1‘> (CT) 7 +(1—¢)° (CN)ﬂ : (98)

where 0 < ¢ < 1 is the weight of the traded good in the overall consumption bundle and ¢
corresponds to the elasticity of substitution between traded goods and non-traded goods. The index
CT is defined as a CES aggregator of home-produced traded goods, C¥, and foreign produced traded
goods, CF":

p—1 1
)

o=@t )T +a-emt 7] o

“While the sample used by Stockman and Tesar [1995] covers 30 countries (including 17 developing and
13 industrialized), Mendoza [1995] uses exactly the same data set in his estimation but includes only the 13
industrialized countries. Note that the estimate of ¢ has been obtained by using the cross sectional dataset
by Kravis, Heston and Summers for the year 1975.
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where 0 < gy < 1 is the weight of the home-produced traded good and p corresponds to the
elasticity of substitution between home- and foreign produced traded goods.

Applying Shephard’s lemma (or the envelope theorem) yields the following demand for traded
and non-traded goods:

P\ "¢
cT = () C, (100a)
Pe
PN —¢
CN =(1-¢) () C. (100b)
Pc
Multiplying both sides of (100b) by P /Pc leads to the non-tradable content of consumption
expenditure:
pNCN PN\'T?
1-— =—=(1- — . 101
ac =T == () (101)

The market clearing for non-tradables reads:
YN =0V + gV + GV, (102)
Multiplying both sides by PV and dividing by GDP at current prices, Y = PHYH + PNYN leads

to:
pNyN —pNcN  pNgNoply  PNGN @

= . = 103

Y Y + pPJlJj Y + G Y (103)

We denote the investment-to-GDP ratio by w; = P'TIJ and the share of government spending in GDP
by wg = % Building on the evidence documented by Bems [2008], we assume that 1 —«ay = %
is constant over time; we further assume that £ NGGN = wgn is constant as well in line with our

evidence. Under these assumptions and by using the fact that # = (1 —ac)we, eq. (103) can

be solved for the share of non-tradables into consumption expenditure:
prey _ 1 PNYN
PcCy wet . Y

—(1—aj)wy, —werwag,e| (104)

N~y N

where the shares 1 — a; and wg~ are kept constant over time whilst we let the shares 2 Yz/t , Wt
W, Wa, vary across time.
Jaiend
Pc,+Cy
of both sides of (101) and we run the regression of the logged share of non-tradables on the logged
ratio of non-traded prices to the consumption price index:

Once we have constructed time series for 1 —ac; = by using (104), we take the logarithm

In(l—ac),,=fi+fi+at+(1-¢)h (pN/pc)i,t + Wit (105)
where f; captures the country fixed effects, f; are time dummies, and pu;; are the i.i.d. error terms.
Because parameter ¢ in (101) may display a trend over time, we add country-specific linear time
trends, as captured by a;t. It is worth mentioning that PV is the value added deflator of non-
tradables.

M.2.2 Data Construction and Source
We provide more details below on the construction of data employed to estimate equation (105):

- Non-traded value added, PNYY: value added at current prices in sector N (VA). Sources:
EU KLEMS ([2011], [2017]) and OECD STAN (]2011], [2017]) databases. Data coverage:
1970-2013 except for JPN 1974-2013.

- Nominal GDP, Y: value added at current prices in total economy (VA), i.e. Y = PHYH 4
PNYN_ Sources: EU KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017]) databases.
Data coverage: 1970-2013 except for JPN 1974-2013.

- Share of consumption expenditure in total GDP, we: final consumption expenditure of house-
holds at current prices over gross domestic product (expenditure approach) at current prices.
Source: OECD National Accounts Database [2017]. Data coverage: 1970-2013.

- Share of investment expenditure in total GDP, w;: gross fixed capital formation at current
prices over gross domestic product (expenditure approach) at current prices. Source: OECD
National Accounts Database [2017]. Data coverage: 1970-2013.
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- Share of government spending in total GDP, wg: final consumption expenditure of general
government at current prices over gross domestic product (expenditure approach) at current
prices. Source: OECD National Accounts Database [2017]. Data coverage: 1970-2013.

- Share of non-tradables in total investment expenditure, 1 — aj: investment expenditure on
non-tradables at current prices over total investment expenditure at current prices. Source:
OECD Input-output database [2017]. Data coverage: AUS (1970-2013), AUT (1995-2013),
BEL (1995-2013), CAN (1970-2013), DEU (1995-2013), DNK (1970-2013), ESP (1995-2013),
FIN (1980-2013), FRA (1978-2013), GBR (1997-2013), IRL (1995-2013), ITA (1995-2013),
JPN (1994-2013), NLD (1995-2013), NOR (1970-2013), SWE (1993-2013) and USA (1970-
2013).

- Share of non-tradables in total government spending, wgn: government spending on non-
tradables at current prices over total government spending at current prices. Source: COFOG,
OECD [2017]. Data coverage: AUS (1998-2013), AUT (1995-2013), BEL (1995-2013), DEU
(1995-2013), DNK (1995-2013), ESP (1995-2013), FIN (1990-2013), FRA (1995-2013), GBR
(1995-2013), IRL (1995-2013), ITA (1995-2013), JPN (2005-2013), NLD (1995-2013), NOR
(1995-2013), SWE (1995-2013) and USA (1970-2013). Data are not available for CAN. For this
country, we choose wgny = 0.90 which corresponds to the cross-country unweighed average.

- Sectoral value added price deflator, PV: value added at current prices (VA) over value added
at constant prices (VA_QI) in sector N. Sources: EU KLEMS ([2011], [2017]) and OECD
STAN ([2011], [2017]) databases. Data coverage: 1970-2013 except for JPN 1974-2013.

- Consumer price index, Pco: consumer price index (all items, Index, 2010=100). Source: OECD
Prices and Purchasing Power Parities. Data coverage: 1970-2013.

We use data described above to construct time series for (1 — a¢),, and (PN/PC)i ;- When

estimating equation (105), all variables are converted into index 2010=100 and are expressed in log
levels.

M.2.3 Empirical Results

Since the two variables of interest in regression (105) display trends, we first run panel unit root
tests, see Table 12. By and large, all tests, with the exception of LLC, for the variable In (1 — a¢),
show that non stationarity is pervasive, making it clear that pursuing a cointegration analysis is
appropriate.

Table 12: Panel Unit Root Tests (p-values)

LLC Breitung 1PS MW Hadri

(t-stat)  (t-stat) (W-stat) (ADF) (Z,-stat)
In(1 — ac¢) 0.011 0.941 0.992 0.991 0.000
In(PN/Pg) | 0.077 0.950 0.886 0.833 0.000

Notes: For all tests, except for Hadri [2000], the null of a unit root is not rejected if
p-value > 0.05 at a 5% significance level. For Hadri [2000], the null of stationarity
is rejected if p-value < 0.05 at a 5% significance level.

We thus implement Pedroni’s [2004] tests of the null hypothesis of no cointegration, see Table
13. All panel tests, with the exception of non-parametric v statistic, reject the null hypothesis
of no cointegration between In(1 — a¢) and the relative price In(PY /Pz) at the 5% significance
level. In particular, the group-mean parametric t-stat test suggest the existence of a cointegration
relationship between the variables of interest at 1% significance level. In small samples, Pedroni’s
[2004] simulations reveal that the group-mean parametric t-stat is the most powerful. Based on this
result, the null hypothesis of no cointegration is strongly rejected at the 1% level

Table 14 shows estimates of ¢ when running regression (105) where the dependent variable is
the log of (1 — a¢). The regressor is the (logged) price of non-tradables in terms of the consumer
price index (PN /P¢). The sample covers all countries we are interested in. For the whole sample,
the FMOLS estimate gives a significant value of ¢ of 0.662. This estimated coefficient is statistically
significant. The majority (10 out of 17) of the individual FMOLS estimated coefficients are positive
and statistically significant. Two estimated coefficients are negative (GBR and SWE), although none
of them are statistically significant. Focusing only on countries with positive statistically significant
estimates, we find that ¢ varies from a low of 0.396 for AUS to a high of 1.518 for AUT.
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Table 13: Panel Cointegration Tests (p-values)

Dependent variable In(1 — ac)
Explanatory variable | In(PY/Pc)
Panel tests

Non-parametric v 0.034
Non-parametric p 0.015
Non-parametric ¢ 0.000
Parametric ¢ 0.005
Group-mean tests
Non-parametric v 0.227
Non-parametric ¢ 0.001
Parametric ¢ 0.009

Notes: the null hypothesis of no cointe-
gration is rejected if the p-value is below
0.05 (0.10 resp.) at 5% (10% resp.) sig-
nificance level.

Table 14: FMOLS Estimates of ¢

Country pIMOLS
AUS 0.396"
(2.25)
AUT 1.518°
(6.35)
BEL 0.612
(0.63)
CAN 0.748%
(4.32)
DEU 0.577%
(2.79)
DNK 1.083“
(3.77)
ESP 1.387"
(2.19)
FIN 0.225
(1.16)
FRA 0.353
(1.38)
GBR —0.267
(—0.87)
IRL 1.352¢
(3.70)
ITA 0.284
(1.60)
JPN 1.052%
(5.12)
NLD 0.389
(0.93)
NOR 0.891¢
(3.33)
SWE —0.173
(—0.73)
USA 0.821¢
(3.73)
Whole Sample 0.662“
(12.03)
Countries 17
Observations 739
Data coverage 1970-2013
Country fixed effects yes
Time trend yes

Notes: ¢, ® and ¢ denote significance at 1%,
5% and 10% levels. Heteroskedasticity and
autocorrelation consistent t-statistics are
reported in parentheses.

M.3 Estimates of ¢ Empirical Strategy

In this section, we detail our empirical strategy to estimate the elasticity of labor supply across
sectors, €, which captures the degree of labor mobility across sectors.
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M.3.1 Limited Substitutability of Hours Worked across Sectors and the Deriva-
tion of the Testable Equation

The economy consists of M distinct sectors, indexed by j = 0,1, ..., M each producing a different
good. Along the lines of Horvath [2000], the aggregate labor index is assumed to take the form:

Mo 1 e GE
L= / () (L) - dj] , (106)
0

The agent seeks to maximize her labor income
M . .
/ WiLidj = X, (107)
0

for given utility loss; L7 is labor supply to sector j, W7 the wage rate in sector j and X total labor
income. The form of the aggregate labor index (106) implies that there exists an aggregate wage
index W (.), whose expression will be determined later. Thus equation (107) can be rewritten as
follows:

M
/ WILidj = WL. (108)
0

Writing down the Lagrangian and denoting by p the Lagrangian multiplier to the constraint, the
first-order reads as:

1L 1 1 )
(07) (L)) L™< = uW/. (109)
Left-multiplying both sides of eq. (109) by L7, summing over the M sectors and using eqs. (106)
and (108) implies that p = % Plugging the expression for the Lagrangian multiplier into (109)
and rearranging terms leads to optimal labor supply L’ to sector j:
, W€
L’=%w|(—) L. 110
(5 ) (110)

We assume that within each sector, there is a large number of identical firms which produces Y7
by using labor L7 and capital K7 according to constant returns to scale in production. The repre-
sentative firm faces two cost components: a capital rental cost equal to R, and sectoral wages W
and W, respectively. Since each sector is assumed to be perfectly competitive, the representative
firm chooses capital and labor by taking prices as given:

max I = max {P’Y? - W/L’ — RK’} . (111)
Ki,Li Ki,Li
Since that the production function displays constant returns to scale and using the fact that factors
are paid their marginal product, the demand for labor and capital are: AYI /o) = WI/PJ and
dYI/OKJ = R/PJ, respectively; denoting the LIS in sector j by 57, the demand for capital and
labor can be rewritten as follows: Y7 /L7 = s} and Y7 /K7 =1 — s} which leads to:

. PIYJ .
7, i =W, (112a)
N\ PIYJ
(1—31) — =R (112b)

Inserting labor demand (112a) into labor supply to sector j (110) and solving leads the share of
sector j in aggregate labor:

Li N\ ipiyl 7T

— = (¥)™ MSL. L ’ (113)
L [, s1PiYidj

where we combined (108) and (112a) to rewrite the aggregate wage as follows:

S s, Piyidy

W =
L

(114)

We denote by 37 the fraction of labor’s share of value added accumulating to labor in sector j:
§) PIY7

f=—t— 115
Zj‘wﬂ s PIY7 )
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Using (115), the labor share in sector j (113) can be rewritten as follows:

Lj A -,
Y= @) () (116)
Introducing a time subscript and taking logarithm, eq. (116) reads as:
LI 1 € ;
1 nd’ + In 3. 117
O pt——— o

Totally differentiating (117) and denoting the rate of change of the variable with a hat, we find that
the change in hours worked in sector j caused by labor reallocation across sectors is driven by the
change in the fraction 37 of the labor’s share of aggregate output accumulating to labor in sector j:

L] — L, =3, (118)

where v = 5.

We use panel data to estimate (118). Including country fixed effects captured by country
dummies, f;, and common macroeconomic shocks by year dummies, f;, (118) can be rewritten as
follows: . R . _

LJ — L :fﬂrfer%ﬁmeVft, (119)
where y; = 1‘1 and 6zt is given by (115); j indexes the sector, 7 the country, and t indexes time.
The LHS and RHS variables are defined as follows

Liy = Zﬁ, t— 1Lg,t' (120)
and . o
y sz b Y
it M g (121)
Z] 1 L zP'LtY

where s’ 1 is the LIS in sector j in country ¢ which is averaged over 1970-2013. When exploring
empirically (119), the coefficient « is alternatively assumed to be identical, i.e., 7; = 7, or to vary
across countries. The LHS term of (119), i.e., IA/it — L, gives the percentage change in hours worked
in sector j driven by the pure reallocation of labor across sectors.

To determine (120) we proceed as follows. Approximate changes in aggregate labor with differ-
entials, we get:

1 1 1 1

dLy =Ly — Ly—1 = (L{1y)* (Le—1) " = AL + (L) © (Le—1)” = dL}. (122)
. e+1
Expressing (122) in percentage changes and inserting (%) ° = [, we have:
e+l e+l
s Ly — Ly (Lfl1) Y, (Liv1) C N
Li=—=- = LE (2L LN,
t L4 Ly K Ly ¢

= B LT+ 8N LY. (123)

According to eq. (123), the percentage change in total hours worked, Lt, can be approximated by
a Welghted average of changes in sectoral hours worked LJ (in percentage) the weight being equal
to 57_.

M.3.2 Data Description

Data are taken from EU KLEMS (][2011], [2017]) and OECD STAN ([2011], [2017]) databases. EU
KLEMS data provide yearly information for the period 1970-2013 (except for JPN: 1974-2013) for
15 countries of our sample (AUS, AUT, BEL, DEU, DNK, ESP, FIN, FRA, GBR, IRL, ITA, JPN,
NLD, SWE and USA). For CAN and NOR, annual sectoral data stems from the STAN database. To
classify hours worked and value added as traded or non-traded, we adopt the classification described
in Appendix K. We provide more details below about the data used to estimate equation (119):

- Sectoral hours worked, L7 (j = H,N): total hours worked by persons engaged in sector j
(H.EMP). Sources: EU KLEMS ([2011], [2017]) and OECD STAN (]2011], [2017]) databases.

- Sectoral value added, P’Y7 (j = H, N): value added at current prices in millions of national
currency in sector j (VA). Sources: EU KLEMS ([2011], [2017]) and OECD STAN ([2011],
[2017]) databases.

- Sectoral labor income share, si (j = H,N): labor compensation in sector j (LAB) over
value added at current prices (VA) averaged over the period 1970-2013 (1974-2013 for JPN).
Sources: EU KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017]) databases.

By combining 8% and P7Y 7 we can construct time series 3/ as defined by (121).

74



Table 15: Estimates of the Elasticity of Labor Supply across Sectors (¢)

Country €
AUS 0.375%
(3.20)
AUT 1.103¢
(3.00)
BEL 0.610¢
(3.57)
CAN 0.390*
(4.12)
DEU 1.012¢
(3.52)
DNK 0.286
(2.50)
ESP 1.015%
(3.73)
FIN 0.431°
(4.39)
FRA 1.400°
(2.83)
GBR 0.601¢
(3.91)
IRL 0.216“
(3.74)
ITA 1.664¢
(3.01)
JPN 0.873¢
(3.55)
NLD 0.219"
(2.05)
NOR 0.011
(0.34)
SWE 0.534
(4.28)
USA 3.222¢
(1.83)
Countries 17
Observations 1456
Data coverage 1971-2013
Country fixed effects yes
Time trend no

Notes: ¢, ® and ¢ denote significance at 1%, 5%
and 10% levels. Heteroskedasticity and autocorre-
lation consistent t-statistics are reported in paren-
theses.

M.3.3 Panel Data Estimates of ¢

The parameter we are interested in, the degree of substitutability of hours worked across sectors, is
given by ¢; = v;/(1 — ;). In the regression below, coefficient v; is assumed to be different across
countries, i.e., y; # vy for ¢ # i’. The sample is running from 1971 to 2013.

Empirical results reported in Table 15 are consistent with € > 0. Among the 17 countries, we
find that 16 have statistically significant (at the 10% level) estimates of e. We find that the degree

of substitutability of hours worked across sectors ranges from a low of 0.01 for NOR to a high of
3.222 for USA.

M.4 Sectoral Elasticity of Substitution between Capital and Labor in
Production

We detail below the estimation strategy of the elasticity of substitution between capital and labor,
o7, for sector j = H, N.

M.4.1 Empirical Strategy

We assume CES productions::

oJ

ajfl ] ) ) ajf_l oJ—1
v (ALd) 7+ (1) (BIKY) 7 ] , (124)

Vi =

where o7 is the constant elasticity of substitution between capital and labor in sector j = H, N, 47
is the weight of labor in the production technology, A7 and B} denote the level of efficiency of labor
and capital, respectively. Variations over time of A7 and B} capture labor- and capital-augmenting
technological change. Note that we allow factors efficiency to differ across sectors, i.e. AH =+ AN and
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BH £ BN When assuming factor-biased technological change, the identification of the parameter
of interest, ¢/, turns to be problematic as the elasticity and factor-biased technical change cannot
be simultaneously identified given time series of output, inputs and factors shares. To circumvent
this problem, we assume that labor- and capital-augmenting technological changes grow at constant
rate:

Al = Ale™t, (125a)
Bl = Bleb't, (125b)

where qj and b7 denote the constant growth rate of labor- and capital-augmenting technical progress
and A} and B} are initial levels of technology.

We assume perfect mobility of capital across sectors so that R = R¥ = RN Labor is imperfectly
mobile across sectors and the wage rate in sector j = H, N is denoted W7. Profit maximization by
firms in a competitive framework implies the first-order conditions:

i () 7 (1) ¥ () = s

ol —1

Pl (1-+%) (B{)T (K{)_ﬁ (Yg)i =R, (126b)

where P7 is the value added price deflator in sector j. Taking logarithm of (126a)-(126b) and
rearranging gives:

WY/ /L)) = a1+ (1—0%)a’t+o; (W] /P]), (127a)
In(Y//K]) = as+ (1—0)bt+o;In(R/P)), (127b)
where a1 = |(1—07)In A} — o7 1nfy]} and ap = [(1 —09)In A} — o9 In(1 — 'yj)] are constants.

These equations represent the first-order conditions (FOC) with respect to labor and capital and
can be interpreted as describing the firms’ demand for labor and capital respectively. We estimate
the elasticity of substitution between capital and labor in sector j = H, N from FOCs (127a)-(127b)
in panel format on annual data. Adding an error term and controlling for country fixed effects yields
our testable regressions:

In(Y/LL,) = oaui+ At + ol (W7, /P + ui, (128a)
In(Y; /K7 i + Aait + o In(Rig ) PL) + vie, (128b)

where 7 and t index country and time and wu;; and v are i.i.d. error terms. Country fixed effects
are represented by dummies «y; and as;, and country-specific linear time trends are captured by
>\1i and )\gi.

To estimate the elasticity of substitution between capital and labor for tradables and non-
tradables, we follow closely the approach suggested by Antras [2004] who derives alternative spec-
ifications based on factor demand functions.*® This approach possesses three particular attractive
properties. First, the econometric specification allows for factor-biased technological change. The
choice of the specification determines the type of technological change which can be captured within
the framework of econometric estimation. For instance, in case of the FOC for labor, capital-
augmenting technological change drops out. Therefore, labor-augmenting technological change can
be identified, together with o7, from eq. (127a). Second, it allows for a clear treatment of the non-
stationary nature of the data involved in the estimation. Regressions (128a) and (128b) feature two
trends governed by a]: and b and several variables which potentially follow non-stationary processes
(Y /L, Yi /K], W;,/Pi, and R;;/P},). Following Antras [2004], we tackle this non-stationary is-
sue by applying the fully modified OLS (FMOLS) procedure for cointegrated panel proposed by
Pedroni ([2000], [2001]) to eq. (128a) and eq. (128b). FMOLS is a nonparametric approach to
adjust for the effects of endogenous regressors and serial correlation. Another econometric problem
when estimating (128a) and (128b) is the potential endogeneity of regressors. As shown by Pedroni
([2000], [2001]), using the FMOLS technique can address this issue too as this estimator is also ex-
tremely accurate in panels with heterogeneous serial correlation and endogenous regressors. Third,
employing Monte Carlo experiments, Leén-Ledesma et al. [2010] compare the different approaches
for estimating the elasticity of substitution between capital and labor (single equation based on

431t is worth noting that Antras [2004] derives six econometric functional forms to estimate o: FOC with
respect to labor (eq. (127a)), FOC with respect to capital (eq. (127b)), a combination of both FOCs and
the remaining three are the reciprocal thereof. However, we focus on the first two because only the use of
the FOCs permits the identification of growth rate of labor- and capital-augmenting technological change
while the third specification captures the overall technological bias.
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FOCs, system, linear, non linear and normalization). Their evidence suggests that provided that
the true value of o is below 1.3, estimates of both the elasticity of substitution and technical change
are close to their true values when the FOC with respect to labor is used (eq. (127a)). Below we
report sectoral elasticities well below unity when using the FOCs. The panel estimates of o and
oV obtained from the FOC with respect to labor (capital resp.) are 0.687 and 0.716 (0.489 and
0.467 resp.). Our results thus lend credence to the use of specifications (128a) and (128b) based on
the FOCs as a way to obtain precise estimates of the elasticity of substitution between capital and
labor at the sectoral level. In addition, results of Leén-Ledesma et al. [2010] show that the FOC for
the demand of capital (i.e., eq. (128b)) performs worse than the FOC for the demand of labor (i.e.,
eq. (128a)) as estimates of o/ are sensitive to measurement errors and endogeneity in the capital
stock. Consequently, in the following, when presenting our own estimates of o7 for both sectors, the
labor demand equation, i.e., regression (128a), is preferred.

An alternative way to recover the CES production parameters is the supply-side system method
(see Klump et al. [2007] and Leén-Ledesma et al. [2010]). This approach consists of the joint
non-linear estimation of a three-equation system combining the CES production function (equation
(124) in log form) together with the first-order conditions for the optimal choices of labor and
capital, i.e. FOCs (127a)-(127b). Despite system approach’s appealing features , we stick to the
single-equation methodology developed by Antras [2004] because, in our context, this estimation
method has several advantages over the three-equation system advocated by Ledén-Ledesma et al.
[2010]. First, the supply-side system method has the disadvantage that it does rely on non-linear
estimations, so the results are obtained numerically and sensitive to the choice of initial values
(especially in the nonnormalized system). By contrast, we estimate eqs. (128a) and (128b) with
the FMOLS approach which avoids such numerical computations. Second, estimation of the three-
equation system involves the estimation of a large number of parameters which may affect estimation
accuracy. Instead, the single-equation is a more parsimonious specification as it reduces considerably
the number of estimated coefficients and thus is particularly well suited when estimating the elasticity
of substitution at the sectoral level.

M.4.2 Data Description

Estimation of equations (128a) and (128b) requires data for each sector j = H, N on value added at
constant prices, Y7, hours worked, L7, capital stock, K7, value added deflator, P/, wage rate, W7
and capital rental cost, R. We describe below the time series we use in estimating o7 (codes in EU
KLEMS/STAN are reported in parentheses):

- Sectoral value added, Y7 (j = H,N): value added at constant prices in sector j (VA_QI).
Sources: KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017]) databases. Data coverage:
1970-2013 except for JPN 1974-2013.

- Sectoral hours worked, L7: total hours worked by persons engaged in sector j (H.EMP).
Sources: KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017]) databases. Data coverage:
1970-2013 except for JPN 1974-2013.

- Sectoral capital stock, K7: aggregate capital stocks are estimated from the perpetual inventory
approach by using real gross capital formation from OECD National Accounts Database [2017]
(data in millions of national currency, constant prices) and assuming a depreciation rate of
5%. Following Garofalo and Yamarik [2002], the capital stock is then allocated to traded and
non-traded industries by using the sectoral value added share, i.e., K9 = th 7K where th 7 is

the value added share at current prices. Sources: KLEMS (][2011], [2017]) and OECD STAN

([2011], [2017]) databases. Data coverage: 1970-2013 except for JPN 1974-2013.

- Sectoral value added price deflator, P7: value added at current prices (VA) over value added
at constant prices (VA_QI) in sector j. Sources: KLEMS ([2011], [2017]) and OECD STAN
([2011], [2017]) databases. Data coverage: 1970-2013 except for JPN 1974-2013.

- Sectoral nominal wage, W7: labor compensation in sector j (LAB) over total hours worked by
persons engaged (H_-EMP) in that sector. Labor compensation is total labor costs that include
compensation of employees and labor income of the self-employed and other entrepreneurs.
Sources: KLEMS ([2011], [2017]) and OECD STAN ([2011], [2017]) databases. Data coverage:
1970-2013 except for JPN 1974-2013.

- Aggregate rental price of capital, R: capital income over capital stock K in the total economy.
Capital income is derived as nominal value added (VA) minus labor compensation (LAB).
Sources: KLEMS (]2011], [2017]) and OECD STAN ([2011], [2017]) databases. Data coverage:
1970-2013 except for JPN 1974-2013.

The data construction merits further discussion. First, sectoral wages do not equalize (W #
W) while the sectoral rental costs of capital equalize (R = RY = R). These choices are consis-
tent with our theoretical model in which physical capital is perfectly mobile across sectors and the
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presence of mobility costs implies that both sectors do not pay the same wage. Second, when cal-
culating sectoral wages, labor compensation includes total labor costs (wages, salaries and all other
costs of employing labour which are borne by the employer) as well as the income of self-employed.
Treating all self-employed income as labor income allows us to obtain a consistent measurement
of the labor share (Gollin [2002]). As a robustness check, we also split self-employed income into
capital and labor income based on the assumption that the labor income of the self-employed has
the same mix of labor and capital income as the rest of the economy (in other words, total labor
compensation comprises the labor compensation of employees and the self-employed income scaled
by the labor share of employees only). This adjustment turns out to have only a marginal effect on
the estimates of o7 (results available upon request).

M.4.3 Empirical Results

Table 16 reports a summary of the panel unit root tests we performed on each of the series involved in
the estimation of cointegrating equations. As is clear from Table 16, except for the LLC test applied
to the variable In(W® /PY), for none of the eight series do the LLC, Breitung, IPS and Madalla-Wu
tests reject the hypothesis of a unit root at the 5% level of significance.** As a robustness check,
we also consider the test developed by Hadri of the null that the time series for each cross section
is stationary against the alternative of a unit root in the panel data. We reach the same conclusion
and conclude that all eight series are nonstationary and integrated of order one.

Table 16: Panel Unit Root Tests (p-values)

LLC Breitung IPS MW Hadri

(t-stat)  (t-stat) (W-stat) (ADF) (Z,-stat)
In(YH /LT) 0.990 1.000 1.000 0.970 0.000
In(YN/LY) 0.286 1.000 0.607 0.225 0.000
In(YH/KH 0.998 1.000 0.999 0.981 0.000

0.960 0.999 0.990 0.994 0.000

AAAE/-\/—\/-\
~
Z
~
=
\E\./

In(WH/PH) | 0.636 1.000 0.758 0.735 0.000
In(WN/PN) | 0.006 0.209 0.716 0.643 0.000
In(R/PH) 0.866 1.000 0.679 0.498 0.000

In(R/PV) 0.999  0.999 0791  0.218  0.000
Notes: For all tests, except for Hadri [2000], the null of a unit root is not rejected if
p-value > 0.05 at a 5% significance level. For Hadri [2000], the null of stationarity
is rejected if p-value < 0.05 at a 5% significance level.

Table 17 presents the results from parametric and non parametric cointegration tests developed
by Pedroni ([1999], [2004]). All statistics hinge on testing the stationarity of the residuals of equa-
tions (128a) and (128b). As is apparent from Table 17 the results are conclusive: for at least five
of the seven tests the null hypothesis of no cointegration between In(Y7/L7) (In(Y?/K7) resp.) and
In(W7/P7) (In(R/P?) resp.) is rejected for all four specifications at the 10% significance level. As
pointed out by Pedroni [2004], the group-mean parametric t-test is more powerful than other tests
in finite samples. Based on the statistic parametric ¢ (reported in the last row), the null hypothesis
of zero cointegrating vectors is clearly rejected at the 10% significance level for any of the four
specifications.

Table 18 summarizes FMOLS estimates elasticity of substitution between capital and labor for
the tradables and non-tradables sectors. Results for the labor (capital resp.) demand equation
are presented in columns 2 and 4 (columns 1 and 3 resp.).*> As noted previously, on the basis
of the extensive Monte Carlo simulations provided by Leén-Ledesma et al. [2010], the FOC for
labor specification (equation (128a)) is preferred to the FOC for capital specification (equation
(128b)) because in the former case the elasticity of substitution is estimated quite precisely. To
ease the presentation, we therefore restrict the discussion to the results obtained with labor demand
equation. For the whole sample, the FMOLS estimate of o from regression (128a) (see column 2)
gives a value of 0.687. The estimated coeflicient is statistically different from zero with a t-statistic
of 24.70. Furthermore, the null hypothesis of a panel unit elasticity is strongly rejected at the 5%
significance level. However, there is substantial evidence of parameter heterogeneity across countries
inside the sample. The vast majority (16 out of 17) of the individual FMOLS estimated coefficients

1 As IPS and MW allow for heterogeneity of the autoregressive root, we prefer these tests over the LLC
test for which the autoregressive coefficient is required to be identical across all units.

45To conserve space we only report in Table 18 the results for the elasticity of substitution o and V. The
estimates of the parameters A\; and A2, that is estimates of the growth rate of labor- and capital-augmenting
technological change are available from the authors upon request.
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Table 17: Panel Cointegration Tests (p-values)

Dependent variable In(Y#/LF) | m(Y?/K") | n(YN/LY) | In(YN/KY)

Explanatory variable In(WH/PH™y | In(R/PH) | m(WY/PYN) | In(R/PY)
Eq. (128a) Eq. (128b) Eq. (128a) Eq. (128b)

Panel tests

Non-parametric v 0.000 0.021 0.170 0.030
Non-parametric p 0.000 0.053 0.073 0.010
Non-parametric ¢ 0.000 0.055 0.050 0.002
Parametric ¢ 0.000 0.043 0.054 0.003
Group-mean tests

Non-parametric v 0.010 0.420 0.145 0.012
Non-parametric ¢ 0.000 0.147 0.059 0.001
Parametric ¢ 0.000 0.065 0.064 0.001

Notes: the null hypothesis of no cointegration is rejected if the p-value is below 0.05 (0.10
resp.) at 5% (10% resp.) significance level.

o are positive. The only exception is IRL for which o is estimated to be negative. Although

the estimated value for IRL is not statistically different from zero, this negative value is difficult to
justify by economic theory. In order to avoid inconsistent estimates of o, we replace the negative
value IRL with the one obtained when using the demand for capital (see column 1), namely we set
ol = 0.737. Focusing only on countries with positive FMOLS estimates of o/, we find that all
have statistically significant coefficients at a standard threshold, ranging from a low of 0.417 (DNK)
to a high of 1.164 (JPN). Overall, out the 16 positive estimates in column 2, 14 are lower than
one (exceptions are ESP and JPN with o = 1.033 and off = 1.164 respectively); out these 14
estimates, 8 are significantly below one at the 5% level: for AUT, BEL, ESP, FIN, FRA, ITA, JPN
and NLD the null hypothesis of a unit elasticity is rejected at the 5% significance level. Columns
3 and 4 show FMOLS estimates for the non-traded sector. For labor demand (column 4), we find
o™ =0.716 in the entire panel. This value is significantly different from zero and lower than one at
the 1% level. The estimates range from 0.194 (SWE) to 1.298 (AUT). The vast majority (15 out of
17) of the individual FMOLS estimated coefficients are statistically significant except for ITA and
SWE. Note also that the coefficient oV is found to be larger than one in only three countries (AUT,
BEL and DNK). Among these three countries, the null hypothesis of a unit elasticity is not rejected
at the 5% significance level in BEL and DNK. Finally, for 10 out of the 17 countries, the results
lead to a rejection of the null hypothesis of a unit elasticity of substitution in the non-traded sector
at the 5% significance level (AUS, AUT, CAN, ESP, FIN, GBR, ITA, NLD, NOR and SWE)

Overall, we find that, controlling for factor-biased technological change, the elasticity of sub-
stitution between capital and labor for traded and non-traded sectors is lower than one, implying
that capital and labor are less substitutable than a Cobb-Douglas production function. This result
is consistent with previous estimates found in the literature (see Antras [2004], Klump et al. [2007]
and Ledn-Ledesma et al. [2010] among others).

N More VAR Results and Robustness Check

In this section, we provide more VAR results and conduct several robustness checks. Because in the
main text, all variables enter in growth rate, Appendix N.1 shows panel unit tests for all variables
considered in the empirical analysis. For reason of space, in the main text, we report results of
selected sectoral variables and do not show aggregate effects. Appendix N.2 shows aggregate effects
of a technology shock biased toward the traded sector and also reports results for all variables and
all VAR models mentioned in the main text. Due to data availability, we use annual data for eleven
1-digit ISIC-rev.3 industries that we classify as tradables or non-tradables. Because at this level of
disaggregation, the classification is somewhat ambiguous as some sub-industries could be classified
as tradables while other sub-industries are treated as non-tradables, Appendix N.3 investigates the
sensitivity of our empirical results to the classification of industries as tradables or non-tradables.
Since the traded and non-traded sectors are made up of sub-sectors, we explore in Appendix N.4
whether our results for the LIS are not driven by changes in value added shares of sub-sectors. In the
main text, we compute the LIS like Gollin [2002], i.e., labor compensation is defined as the sum of
compensation of employees plus compensation of self-employed. Since there exists alternative ways
in constructing labor compensation, we explore empirically in Appendix N.5 whether the evidence
on redistributive effects we document in the main text are robust to alternative measures of the
LIS. In Appendix N.6, we address a potential concern related to the fact that various VAR models

79



Table 18: FMOLS Estimates of the Sectoral Elasticity of Substitution between Capital and

Labor (07)
Country Tradables (o) Non-Tradables (o)
Dependent variable In(Y#/K™Y IWn(Y?/L™) | m(YV/KY) In(Y"N/LY)
Explanatory variable In(R/PH)  In(WH/pPH) In(R/PY)  In(W¥/PN)
(1) (2) () 4)
AUS 0.607¢ 0.474° 0.459° 0.529¢
(6.67) (3.79) (4.03) (5.69)
AUT 0.235% 0.774% 0.105 1.298%
(2.65) (6.04) (1.22) (13.04)
BEL 0.389* 0.829* 0.266" 1.069*
(3.01) (8.89) (7.37) (7.10)
CAN 0.595* 0.480" 0.855" 0.668“
(3.99) (2.94) (8.62) (7.65)
DEU —0.123 0.642% 0.512¢ 0.987¢
(—0.68) (8.56) (8.88) (6.97)
DNK 0.267¢ 0.417¢ 0.502¢ 1.282°
(1.84) (4.32) (7.83) (6.74)
ESP 0.747% 1.033¢ 0.682° 0.476°
(7.11) (10.62) (3.65) (3.35)
FIN 0.249° 0.764° 0.560" 0.794°
(2.90) (1.98) (6.64) (8.30)
FRA 0.267* 0.870" 0.294* 0.916"
(4.82) (4.82) (11.04) (4.21)
GBR 0.242 0.603“ 0.008 0.561¢
(0.95) (6.42) (0.08) (2.68)
IRL 0.737¢ —0.125 0.762° 0.627¢
(18.46) (—0.50) (5.73) (3.16)
ITA 0.506" 0.837¢ 0.471° 0.259
(3.82) (8.80) (3.23) (1.51)
JPN 0.622¢ 1.164° 0.417¢ 0.635°
(8.16) (6.73) (7.97) (2.47)
NLD 0.645% 0.910¢ 0.287¢ 0.444*
(5.13) (5.98) (9.14) (3.74)
NOR 0.798“ 0.629* 0.653“ 0.556"
(4.60) (4.39) (10.17) (4.72)
SWE 0.052 0.607¢ 0.378% 0.194
(0.35) (8.56) (6.71) (0.95)
USA 1.485% 0.766* 0.723¢ 0.876*
(6.85) (9.51) (6.64) (4.96)
Whole Sample 0.489¢ 0.687¢ 0.467¢ 0.716*
(19.56) (24.70) (26.42) (21.16)
Countries 17 17 17 17
Observations 745 745 745 745
Data coverage 1970-2013 1970-2013 1970-2013 1970-2013
Country fixed effects yes yes yes yes
Time trend yes yes yes yes

Notes: ¢, * and © denote significance at 1%, 5% and 10% levels. Heteroskedasticity and
autocorrelation consistent t-statistics are reported in parentheses.
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could identify different structural technology shocks. Finally, since we split the gross capital stock
into traded and non-traded industries by using sectoral valued added shares, in Appendix N.7, we
conduct a robustness check by taking time series for sectoral capital stock from KLEMS.

N.1 Panel Unit Root Tests

When estimating alternative VAR specifications, all variables enter in growth rates. In order to
support our assumption of I(1) variables, we ran panel unit root tests displayed in Table 19. We
consider five panel unit root tests among the most commonly used in the literature: Levin, Lin
and Chu (]2002], hereafter LLC), Breitung [2000], Im, Pesaran and Shin ([2003], hereafter IPS),
Maddala and Wu ([1999], hereafter MW) and Hadri [2000]. All tests, with the exception of Hadri
[2000], consider the null hypothesis of a unit root against the alternative that some members of the
panel are stationary. Additionally, they are designed for cross sectionally independent panels. LLC
and IPS are based on the use of the Augmented Dickey-Fuller test (ADF hereafter) to each individual
series of the form Az; ; = a+p;xi 11 —I—Z‘;i:l 0; jAx; +—j+e; 4, where g; ; are assumed to bei.i.d. (the
lag length ¢; is permitted to vary across individual members of the panel). Under the homogenous
alternative the coefficient p; in LLC is required to be identical across all units (p; = p, Vi). IPS
relax this assumption and allow for p; to be individual specific under the alternative hypothesis.
MW propose a Fisher type test based on the p-values from individual unit root statistics (ADF for
instance). Like TIPS, MW allow for heterogeneity of the autoregressive root p; under the alternative.
We also apply the pooled panel unit root test developed by Breitung [2000] which does not require
bias correction factors when individual specific trends are included in the ADF type regression. This
is achieved by an appropriate variable transformation. As a sensitivity analysis, we also employ the
test developed by Hadri [2000] which proposes a panel extension of the Kwiatkowski et al. [1992]
test of the null that the time series for each cross section is stationary against the alternative of a
unit root in the panel data. Breitung’ and Hadri’s tests, like LLC’s test, are pooled tests against
the homogenous alternative.6

Table 19: Panel Unit Root Tests (p-values)

LLC Breitung IPS MW Hadri
(t-stat)  (t-stat) (W-stat) (ADF) (Z,-stat)

In(Z) 0.977 0.000 0.999 0.999 0.000
In(Yr) 0.979 0.999 0.959 0.941 0.000
In(L) 0.173 0.996 0.941 0.950 0.000
In(W/Pc) 0.000 1.000 0.294 0.002 0.000
In(WH /W) 0.910 0.094 0.882 0.945 0.000
In(WN /W) 0.232 0.971 0.415 0.349 0.000
In(YH /Yg) 0.472 0.924 0.827 0.859 0.000
In(L# /L) 1.000 0.012 0.998 0.999 0.000
In(YN/Yg) | 0252  0.109 0.549  0.500  0.000
In(LN /L) 0.885  1.000 0.998  0.996  0.000
In(YH/YN) | 0451  0.882 0.819  0.858  0.000
In(PN/PH) | 0.692 0.000 0.961 0.992 0.000
In(PH /PF) 0.380 0.358 0.476 0.590 0.000
In(sH) 0.145  0.312 0.142  0.081  0.000
In(kH) 0.995 0.479 0.997 0.999 0.000
DH 0.223 0.483 0.261 0.227 0.000
In(sY) 0.999 0.186 0.988 0.943 0.000
In(k™) 0.701 0.887 0.900 0.936 0.000
DN 0.999 0.820 0.982 0.945 0.000

Notes: LLC and Breitung are the t-statistics of Levin et al. [2002] and Breitung
[2000] respectively. IPS is the Wiy, test proposed by Im et al. [2003] . MW (ADF)
is the Maddala and Wu’s [1999] P test based on Augmented Dickey-Fuller p-values.
Hadri is the Hadri’s [2000] Z,, test. For all tests, except for Hadri [2000], the null
of a unit root is not rejected if p-value > 0.05 at a 5% significance level. For Hadri
[2000], the null of stationarity is rejected if p-value < 0.05 at a 5% significance
level. In all tests and for all variables, we allow for individual deterministic trends

and fixed effects. D7 is defined as D7 = (Bj/A]‘)(l_Uj)/"] for j = H, N.

As noted above, IPS and MW tests allow for heterogeneity of the autoregressive root, accordingly,

461n all aforementioned tests and for all variables of interest, we allow for individual deterministic trends
and country-fixed effects. Conclusions of unit root tests are robust whether there are individual trends in
regressions or not. Appropriate lag length ¢; is determined according to the Akaike criterion.
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Table 20: Aggregate and Sectoral Effects of a 1% Permanent Increase in Traded relative to
Non-Traded TFP: Point Estimates

Variables A Aggregate B.Tradables C.Non-Tradables

Impact Long-run Impact Long-run Impact Long-run

(t=0) (t=10) (t=0) (¢t=10) (t=0) (t=10)

(1) (2) (3) (4) (%) (6)

Relative Prod.  0.895* 1.000* 0.934* 1.000* 0.879* 1.000*
Value Added 0.246* 0.337* 0.223* 0.259* 0.011 0.061
Labor 0.088* 0.156 -0.009 0.009 0.097* 0.154*
Real Wage 0.095* 0.235* 0.095 0.095 0.090 0.295*
Notes: Horizon measured in year units. * denote significance at 10% level. Stan-
dard errors are bootstrapped with 10000 replications.

we will focus intensively on these tests when testing for unit roots. In all cases, except for the MW
test applied to W/ Pc, the null hypothesis of a unit root against the alternative of trend stationarity
cannot be rejected at conventional significance levels, suggesting that the set of variables of interest
are integrated of order one. When considering the Hadri’s test for which the null hypothesis implies
stationary against the alternative of a unit root in the panel data, we reach the same conclusion
and conclude again that all series are nonstationary. Taken together, unit root tests applied to our
variables of interest show that non stationarity is pervasive, suggesting that all variables should
enter in the VAR models in growth rate.

N.2 Aggregate and Sectoral Effects: VAR Evidence

In the main text, we concentrate on the reallocation and redistributive effects of asymmetric tech-
nology shocks across sectors. We provide below the results for the full set of aggregate and sectoral
effects of technology shocks biased toward the traded sector.

To explore the magnitude of the aggregate effects empirically, we consider a VAR model that
includes in the baseline specification the technology index biased toward the traded sector, Zit, real
GDP, EA’Rﬁ, total hours worked, [A/it, the real consumption wage denoted by qut, all variables
entering the VAR model in rate of growth. Our vector of endogenous variables, is given by: x; =

[ZAit,YR,it,ﬁit, VAVC,”}. All data for aggregate variables are obtained from the OECD Economic

Outlook. For real GDP, we use the volumes reported by the OECD. We use hours worked to measure
labor.*” All quantities are scaled by the working age population and expressed in rate of growth.
The real consumption wage is the ratio of the nominal aggregate wage, W;;, to the consumption
price index, Pc+. The nominal wage is obtained by calculating the ratio of labor compensation to
the number of hours worked. Details of data construction and the source of variables used in our
estimation are provided in Appendix K.

Table 20 displays point estimates on impact and in the long-run. The dynamic effects of a
technology shock biased toward the traded sector on aggregate variables are shown in Fig. 16. The
top left panel shows that productivity in tradables relative to non-tradables increases by 0.9% on
impact and grows gradually to reach 1% after 10 years. The technology shock increases real GDP
on impact by 0.25%. Higher productivity in tradables relative to non-tradables also increases signif-
icantly hours worked by 0.09% on impact and generates an initial increase in the real consumption
wage by 0.1%.

The sectoral effects of a technology shock are displayed in Fig. 17 while point estimates are
reported in Table 20. The responses of sectoral value added and hours worked enable us to explore
empirically the breakdown of changes in real GDP and labor into the traded and non-traded sector.
Whilst higher productivity of tradables has a significant expansionary effect on traded value added
which increases by 0.22% GDP on impact and 0.26% in the long-run, non-traded value added is
unresponsive at any horizon. Conversely, the non-traded sector experiences a significant increase in
hours worked on impact by 0.10% of total hours worked while hours worked remain fairly unchanged
in the traded sector.

N.3 Robustness Check: Sectoral Classification

Objective. This subsection explores the robustness of our findings to the classification of the
eleven 1-digit ISIC-rev.3 industries as tradables or non-tradables. When we conduct the robustness

47 Alternatively we use the number of employees as a measure of labor. All results remain almost un-
changed.
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Figure 16: Aggregate Effects of Technology Shock Biased toward the Traded Sector. Notes:
Exogenous increase of TFP in tradables relative to non-tradables adjusted with labor income shares by 1%.
Aggregate variables include GDP (constant prices), total hours worked, and the real consumption wage.
Horizontal axes indicate years. Vertical axes measure percentage deviation from trend. Results for baseline
specification are displayed by solid lines with shaded area indicating 90 percent confidence bounds obtained
by bootstrap sampling; sample: 17 OECD countries, 1970-2013, annual data.
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Figure 17: Sectoral Effects of Technology Shock Biased toward the Traded Sector. Notes:
Exogenous increase of TFP in tradables relative to non-tradables adjusted with labor income shares by 1%. Horizontal
axes indicate years. Vertical axes measure percentage deviation from trend in GDP units (sectoral value added),
percentage deviation from trend in total hours worked units (sectoral hours worked), and percentage deviation from
trend (real wages). Results for baseline specification are displayed by solid lines with shaded area indicating 90
percent confidence bounds obtained by bootstrap sampling; sample: 17 OECD countries, 1970-2013, annual data.
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analysis, we modify the baseline classification in a number of ways to ensure that some industries
with specific characteristics are not driving the results. There are a few sectors which may display
some ambiguity related to their tradability, including ”"Hotels and Restaurants”, ”Financial Inter-
mediation” and ”Real Estate, Renting and Business Services”. The reason is twofold. Some sectors
such as ”"Hotels and Restaurants”, ”Financial Intermediation” have experienced a large increase
in tradability over the last fifty years. Since we adopt a VAR methodology, we need a long time
horizon for each country which constrain us to use a less detailed sectoral disaggregation so that
the sample starts from 1970 otherwise, the sample would start in 1995 for most of the countries
in our sample. The lower level of sectoral disaggregation implies that ”Financial Intermediation”
and ”Real Estate, Renting and Business Services” are made up of sub-sectors which display a high
heterogeneity in terms of tradability. The most prominent example is ”"Real Estate, Renting and
Business Services” which includes ”Real Estate Activities” which displays a very low tradability and
" Professional, Scientific, Technical, Administrative, and Support Service Activities” which displays
a high level of tradability. Since tradability of sectors varies across time and across subsectors, we
perform a sensitivity analysis with respect to the classification for the three aforementioned sectors.

Literature on Tradedness of Industries. While we treat ”Real Estate, Renting and Busi-
ness Services” and "Hotels and Restaurants” as non-tradables, Jensen and Kletzer [2006] find that
”Professional, scientific and technical activities” included in the former sector is highly tradable
whilst evidence collected by Piton [2017] who calculates the degree of openness for 18 industries
over 1995-2014 reveals that ”Foods and Accommodation” included in the latter sector displays sig-
nificant tradability as well. Thus, in the following, we pay particular attention of the sensitivity
of our results when either "Real Estate, Renting and Business Services” (red line) or ”Hotels and
Restaurants” (yellow line) is classified as tradable instead of non-tradable. Moreover, Jensen and
Kletzer [2006] find that the subsectors included in ”Financial Intermediation” vary substantially in
terms of tradability. Accordingly, we also conduct a robustness check w.r.t. this subsector which
includes ”Financial Intermediation” (black line) into the non-traded goods sector.

Empirical Strategy. In order to address these issues, we re-estimate the various VAR spec-
ifications for different classifications in which one of the three aforementioned industries initially
marked as tradable or non-tradable is classified as non-tradable or tradable, resp., all other indus-
tries staying in their original sector. In doing so, the classification of only one industry is altered,
allowing us to see if the results are sensitive to the inclusion of a particular industry in the traded
or the non-traded sector. The baseline and the three alternative classifications considered in this
exercise are shown in Table 21.

Table 21: Robustness Check: Classification of Industries as Tradables or Non-Tradables

KLEMS code Classification

Baseline #1 #2 #3
Agriculture, Hunting, Forestry and Fishing AtB H H H H
Mining and Quarrying C H H H H
Total Manufacturing D H H H H
Electricity, Gas and Water Supply E N N N N
Construction F N N N N
Wholesale and Retail Trade G N N N N
Hotels and Restaurants H N H N N
Transport, Storage and Communication 1 H H H H
Financial Intermediation J H H H N
Real Estate, Renting and Business Services K N N H N
Community Social and Personal Services LtQ N N N N
Color line in Fig. 18 to 21 blue yellow red Dblack

Notes: H stands for the Traded sector and N for the non-traded sector.

Results We start with the analysis of the sensitivity of aggregate effects of a technology shock to
the classification of industries as tradables or non-tradables. As shown in Fig. 18, the conclusions for
aggregate effects are not sensitive to sector classification. When contrasting the effects across their
magnitude, treating ”Real Estate, Renting and Business Services” as tradables tends to amplify the
positive response of real GDP. Conversely, treating ”Hotels and Restaurants” as tradables merely
modifies the results quantitatively.

We investigate below the robustness of our results related to the effects of a technology shock
biased toward the traded sector on the sectoral composition and redistributive effects. Fig. 19 and
Fig. 20 contrast sectoral and reallocation effects of higher productivity of tradables relative to non-
tradables according to the classification of industries. First, as shown in the red line ("Real estate,
renting and business services’ classified as tradables), more labor shifts toward the non-traded sector
while the relative wage of the traded sector increases instead of declining. With the exception of
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Figure 18: Sensitivity of Aggregate Effects of Technology Shock Biased toward the Traded

Sector to the Classification of Industries as Tradable or Non-Tradable. Notes: Exogenous increase
of TFP in tradables relative to non-tradables adjusted with labor income shares by 1%. Aggregate variables include
GDP (constant prices), total hours worked and the real consumption wage. Horizontal axes indicate years. Vertical
axes measure percentage deviation from trend in output units (GDP), percentage deviation from trend in labor units
(total hours worked) and percentage deviation from trend (real consumption wage). Results for baseline specification
are displayed by solid lines with shaded area indicating 90 percent confidence bounds obtained by bootstrap sampling.
The yellow line and the red line show results when ’Hotels and restaurants’ and ’Real Estate, renting and business
services’ are treated as tradables, respectively. The black line shows results when 'Financial intermediation’ is classified
as non-tradables. Sample: 17 OECD countries, 1970-2013, annual data.

the latter finding, all of our conclusions hold. In Fig. 21, we investigate whether our conclusion for
redistributive effects (i.e., for sectoral LIS) is robust to the classification of industries. Across all
scenarios, LIS in both sectors increase, except when treating ”Real Estate, Renting and Business
Services” (as displayed by the red line) as tradables. While sectoral LISs do not change when
treating ”Real Estate, Renting and Business Services” as a traded industry, the capital-labor ratio
in the traded and non-traded sector falls which implies that technological change is biased toward
labor in both sectors, otherwise LIS would decline. Across all scenarios in Fig. 21, the discrepancy
in the estimated effect is not statistically significant.

N.4 Breaking Down Sectoral LIS into a Within- and Between-Effect

In the main text, we document evidence which reveals that LISs increase in both the traded and the
non-traded sector. Because both sectors are made up of several industries, the change in the LIS of
the broad sector is driven by changes in LIS within sub-sectors (keeping the value added share of
sub-sectors fixed) and also by changes in the value added share of those sub-sectors (keeping the LIS
of each sub-sector fixed). We break down below the change in the LIS of the broad sector j = H, N
into a within- and a between-effect.

To explore empirically the contribution of the change in the LIS of each sub-sector to the
change in the LIS of sector j, we proceed as follows. As shall be useful, let us write out the following
relationships:

WiLL =Y WLy, (129a)
k
Wi L] WLy Yk, j
Piyi :Z priyks Wi ’ (129b)
t -t k t t
spo= 8w (129¢)
k

Ykj Ptkaj}/tk,j

where we denote by w; = 25 the share of value added of sub-sector k in sector j in the
t -t
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Figure 19: Sensitivity of Sectoral Effects of Technology Shock Biased toward the Traded
Sector to the Classification of Industries as Tradable or Non-Tradable. Notes: Exogenous
increase of TFP in tradables relative to non-tradables adjusted with labor income shares by 1%. Horizontal axes
indicate years. Vertical axes measure percentage deviation from trend in GDP units (sectoral output, sectoral value
added shares), percentage deviation from trend in total hours worked units (sectoral hours worked, sectoral labor
shares), and percentage deviation from trend (sectoral real consumption wages and sectoral relative wages). Results
for baseline specification are displayed by solid blue lines with shaded area indicating 90 percent confidence bounds
obtained by bootstrap sampling. The yellow line and the red line show results when "Hotels and restaurants’ and
"'Real Estate, renting and business services’ are treated as tradables, respectively. The black line shows results when
’Financial intermediation’ is classified as non-tradables. Sample: 17 OECD countries, 1970-2013, annual data.
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Figure 20: Sensitivity of Sectoral Effects of Unanticipated Technology Shock Biased toward
the Traded Sector to the Classification of Industries as Tradable or Non-tradable. Notes:
Exogenous increase of TFP in tradables relative to non-tradables adjusted with labor income shares by 1%. Horizontal
axes indicate years. Vertical axes measure deviations from trend (ratio of traded value added to non-traded value
added and ratio of hours worked of tradables to hours worked of non-tradables), percentage deviation from trend
(relative price of non-tradables, terms of trade and relative wage). Results for baseline specification are displayed
by solid blue lines with shaded area indicating 90 percent confidence bounds obtained by bootstrap sampling. The
yellow line and the red line show results when "Hotels and restaurants’ and 'Real Estate, renting and business services’
are treated as tradables, respectively. The black line shows results when ’Financial intermediation’ is classified as
non-tradables. Sample: 17 OECD countries, 1970-2013, annual data.
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Figure 21: Sensitivity of the Effects of Unanticipated Technology Shock Biased toward
the Traded Sector on Sectoral Variables to the Classification of Industries as Tradable or
non-tradable. Notes: Exogenous increase of TFP in tradables relative to non-tradables adjusted with labor
income shares by 1%. Horizontal axes indicate years. Vertical axes measure deviations from trend (ratio of labor
compensation to value added at current prices) and percentage deviation from trend in capital stock units (ratio of
capital to labor). Results for baseline specification are displayed by solid blue lines with shaded area indicating 90
percent confidence bounds obtained by bootstrap sampling. The yellow line and the red line show results when "Hotels
and restaurants’ and 'Real Estate, renting and business services’ are treated as tradables, respectively. The black
line shows results when "Financial intermediation’ is classified as tradables. Sample: 17 OECD countries, 1970-2013,
annual data.
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value added of sector j at current prices and at time ¢. Log-linearizing (129¢) leads to:

J — ~Y.k,j 3.k zk.J k,j
dsp, = E w dspy + SL dw; ™,
k
J \J oYk, Y,k,j
dsge v 557 dsLt g @M duw
= @ + 57 St
3 ~] §lw 3 oYkd
SLt L k L
aJ _ J (s ~Y.k,j
St = E :O‘L (SL ¢t W ) ) (130)
k

k. - . . ..
where o is the labor compensation share of sub-sector k in sector j, i.e.,

gkid kg1 k.
ki _ oYikigSL WL

o
L S]L WJ Li

(131)

From eq. (130), we are able to write the within-between decomposition for each sector j across
industries k: ' o
Sa= DM D ata (132)
k

Within Effect Between Effect

where @* refers to the labor compensation share averaged over 1970-2013. Eq. (132) shows that
the response of the LIS in sector j can be decomposed into a within-effect (keeping the value added
share constant) and a between-effect (keeping the LIS constant). In accordance with (132), we first
construct time series for the LIS of the broad sector j = H, N as if the value added share remained

constant over 1970-2013:
k. Akj
LIS? within — Z Oék’] SL,]t' (133)

Eq (133) corresponds to the within-effect. We estimate the same VAR as in the main text, i.e.,
[Zit, (LISwzth'Ln)Zt’ l;ft] where variables enter the VAR model in growth rates, except that the LIS is
constructed in accordance with eq. (133). The response of LISWthm to a shock to a productivity
differential will allow us to calculate the rise in the LIS if the value added share remained constant.

Next, we construct time series for the LIS of the broad sector j = H, N as if the LIS in sub-sector
k remained constant over 1970-2013:

LIS tbetween ZOZ ’]w ’J (134)

Eq (134) corresponds to the between-effect. We estimate the same VAR as in the main text, i.e.,
[Zit, (LISbetween)ztv klt] where variables enter the VAR model in growth rates, except that the LIS is
constructed in accordance with eq. (134). The response of LISb(,twm to a shock to a productivity
differential will allow us to calculate the rise in the LIS driven by changes in value added shares of
sub-sectors. Once we have estimated the responses of (133) and (134), we then sum the responses:
LIS’

rescaled ~

= LIS ., . +LIS] (135)

within between”

We refer below to (135) as the response of the re-scaled LIS of sector j. Importantly, equation
(135) allows us to also gauge the contribution of each component to the re-scaled LIS variation by
calculatmg the share of the response of LIST escaleq attributable to the response of LIS’ and

LIS]

within
betweens TeSDectively.

Fig. 22 shows the responses of variables of interest to a 1% permanent increase in traded
relative to non-traded TFP. For each sector j = H, N, the blue line shows the dynamic adjustment
of the LIS (A] t) after the technology shock while the dashed red line and the dotted green line
display the within effect and the between effect respectively. The sum of the two components, the
re-scaled LIS (eq. (135)), is displayed by the black line. While according to (135), the sum of
the within- and between-effect should be, by construction, equal to the response of s}, our results
show that the discrepancy between the blue line (i.e. the empirical response of s]L) and the black
line (corresponding to the response of the re-scaled LIS of sector j) is reassuringly small along
the dynamic adjustment. For tradables, the observed increase in the labor share is mostly driven
by the between effect at impact only, i.e. at time the shock occurs, the increase in sf is due to
changing value added shares of industries. Afterwards, the increase in the LIS in the traded sector is
predominantly explained by the within component. On average, more than 60% of the LIS increase
in sector H can be attributed to the rise in LIS in sub-sectors. Turning to the non-traded sector,
the contribution of the within-effect is lower but remains significant at roughly 30%. But as we shall
see below, this conclusion is deceptive. The reason is that for the within-effect, the LIS falls in some
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countries and rise in others so that on aggregate, the LIS driven by the within effect is unresponsive
on impact. To address this problem, we have to estimate the within effect at a country level. In
other words, we cannot draw any conclusion from the decomposition (135) when considering the
whole sample.

0.15 [—r 015 e IRF o 3
H s [RF of L

s\
rescaled
— IRF of LIS

0.1

0.05

01 2 3 4 5 6 7 8 9 10 0 2 4 6 8 10

(a) LIS of Tradables, s (b) LIS of Non-Tradables s

Figure 22: Within and Between Decomposition of Effects of Unanticipated Technology
Shock Biased toward the Traded Sector on LIS. Notes: Exogenous increase of TFP in tradables relative
to non-tradables adjusted with labor income shares by 1%. Horizontal axes indicate years. Vertical axes measure
percentage deviations from trend. In both panels the solid blue line shows the response of the LIS in sector j, §JL,“,
to identified technology shock biased toward the traded sector. The dashed red line displays the adjustment of the
within component (eq. (133)) while the dotted green line displays the adjustment of the between component (eq.
(134)). The black line represents the response of the sum of the two components (see (135)). The blue line shows
baseline results for comparison purposes.

According to the evidence documented in the main text, the responses of sectoral LISs for
the whole sample masks a wide cross-country dispersion since the LIS increases in half of the
countries approximately and falls in the remaining sample. Accordingly, to gauge the contribution
of the within-effect in a consistent way, we have re-estimated the VAR models [ZAt,éjL,t, k1] and
(Zy, (LiSiﬂ-thm)t, k!] for one country at a time and plot responses of sectoral LISs on the vertical
axis against estimated responses of LIS’ ...~ on the horizontal axis in Fig. 23. Impact (long-run
resp.) respouses, i.e., at time ¢t = 0 (¢ = 10 resp.) are displayed in the first (second resp.) row
of Fig. 23. In each panel, we obtain a strong and positive cross-country relationship between the
change in the LIS and that of the within-effect.*® Focusing on impact responses in sector H, 15
countries (out of 17) lie in the north-east or south-west of the scatter plot, indicating that short-run
changes in s and LISY,,,. have the same sign (the two exceptions are CAN and NLD for which
the impact response of s is positive while the impact response of LISY,,,. " is negative). In the
long-term, essentially the same picture emerges in the traded sector as the direction of the response
of s¥ collapses to the direction of the response of LISY,,, . for 14 countries out of 17 (exceptions
are CAN, DNK and NOR). For the non-traded sector, we reach the same conclusion: at impact and
in the long-run, for all countries (with the notable exception of JPN at time ¢ = 10), the sign of the
empirical response of s¥ is consistent with that of the within-effect LISY,,, . .

Finally, Table 22 reports the decomposition from eq. (135) and shows the contribution of the
within-effect to the re-scaled LIS change in both sectors, at different time horizon. The results
summarized in Table 22 show that, on average, about 60% of either short- and long-run changes
in the LIS in tradables after an increase in traded relative to non-traded TFP can be attributed
to the within-effect. The contribution of the within effect stands at 80% on impact and 66% in
the long-run for the non-traded sector. Overall, these results confirm that the response of the LIS
in sector j = H, N to an asymmetric technology shock across sectors is mostly explained by the

responses of LISs in sub-sectors rather than by the change in the value added composition.

N.5 Alternative Calculations of LIS

When exploring empirically the redistributive effects of a technology shock biased toward the traded
sector, an issue is the way the share of labor in total income is constructed. Gollin [2002] pointed
out that the treatment of self-employment income affects the measurement of the LIS. In particular,
it is unclear how the income of proprietors (self-employed) should be allocated to labor income or
to capital revenue. Here in this paper, our preferred measure (called benchmark bench hereafter)
is to treat all the income of self-employed as labor income. Although this choice overstates the
measure of the LIS, it has the virtue of being simple and transparent. Moreover data involved in

48Glope coefficients of regression lines shown in Fig. 23 range from 0.74 to 1.17 while R-squared falls in
the range [0.59;0.84].
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Figure 23: Cross-Country Effects of Technology Shock Biased toward the Traded Sector on
LIS and LISwithin- Notes: Exogenous increase of TFP in tradables relative to non-tradables adjusted with labor

income shares by 1%. Horizontal axes report responses of LIS

J
within

obtained by running the VAR [Zt, LTSZL)“hm’t, l%g]

Vertical axes show responses of §]L ;¢ obtained from the VAR [Zt, §i o I%i} Impact (long-run) responses, i.e., at time
t =0 (¢t = 10) are shown in the first (second) row. Sample: 17 OECD countries, 1970-2013, annual data.

Table 22: Contribution of the Within-component to the re-scaled LIS Variation (in %)

Country Sector H Sector N
Impact Long-Run | Impact Long-Run

AUS 23.73 41.60 81.88 62.09
AUT 81.42 53.48 89.37 24.43
BEL 99.34 89.13 66.98 45.15
CAN 10.87 38.58 64.47 58.99
DEU 90.10 92.80 93.30 68.93
DNK 78.62 12.23 87.49 79.36
ESP 76.35 52.47 58.94 63.31
FIN 87.18 44.53 83.24 37.68
FRA 97.62 83.43 79.19 77.04
GBR 43.57 37.40 97.79 79.70
IRL 73.12 39.89 77.68 69.23
ITA 90.12 63.32 96.75 88.13
JPN 89.85 94.44 96.62 43.21
NLD 12.80 89.39 49.85 91.25
NOR 44.81 15.74 87.60 86.89
SWE 74.58 90.59 64.09 53.81
USA 63.71 70.74 90.83 90.93
Mean 66.93 59.40 80.36 65.89

Notes: Each entry in the table gives, for each sector j =
H, N and horizon t = 0, 10, the share of the re-scaled LIS

change attributed to the within-component, i.e.

(Lisz,within - Lisz,rescaled) .

100 x

the construction of this calculation of the LIS are comparable across industries and readily available
for all countries of our sample. Specifically, the LIS in sector j = H, N is constructed as follows:

J J j
sj,bench o WemplLempl + Inc;elf
L - PiYi
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where WejmplLZmpl is the labor compensation of employees, Incgq s is total income of self-employed
and P7Y7 is the valued added at current prices in sector j. Note that labor compensation of
employees includes total labor costs: wages, salaries and all other costs of employing labor which
are borne by the employer whilst Inc,e s comprises both labor and capital income components,
noted W7, L], and R} ;K] respectively such that Inc),; = Wi, Ll + Rl Kl

As a first alternative measure of the LIS, we use only employees compensation as a measure of

labor income. This LIS measure, denoted by 8][:1, is constructed as follows:

j We]m ngm l

Measure (137) omits the income of the self-employed, i.e. this income is totally counted as capital
income.

As a second alternative measure, we split self-employed income into capital and labor income
based on the assumption that the labor income of the self-employed has the same mix of labor
and capital income as the rest of the economy. In other words, total labor compensation comprises

labor compensation of employees, WejmplLimpl, and the self-employed income scaled by the LIS of

employees only, i.e. I ncgel § X stl With this adjustment, the LIS, denoted by s£27 is constructed
as follows:

. . 1
Limpl + Inc?self X SJL
Piyi ’
Finally, the last alternative to compute the LIS relies upon the assumption that self-employed
earn the same hourly compensation as employees. Thus, we use the hourly wage earned by employees
W/ . as a shadow price of labor of self-employed workers. The LIS, denoted by 323, is constructed

emp
as follows:

J
7,2 _ Wempl
s, =

(138)

8]',3 _ We]mpl X (Limpl + Lielf) (139)

L Piyi '
In Fig. 24 we display the results of this sensitivity analysis with respect to the construction of the
labor income share. To do so, we measure the effects of an exogenous increase in TFP of tradables

relative to non-tradables by 1% on LIS and capital-labor ratio in sector j = H, N by contrasting
the impulse response functions of the two variables when the LIS is measured as either sfbemh
(blue line), or 57" (red line), or s7° (green line), or s7* (black line). The IRFs are obtained for

each specification by running the VAR model [ZAit, §£{it, k{{} and [ZA”, §1LV,“, l%fﬂ . As Fig. 24 shows,
the responses of LIS and capital-labor ratios for the four specifications are qualitatively similar. In
panels (a) and (c), the IRFs obtained with the three alternative measures of s} are well within

j,bench . :
7Py for all horizons. Overall, our main

the confidence interval (for the benchmark specification s
findings regarding the response of s7 and k? for j = H, N to an increase in TFP of tradables to
non-tradables are robust and unsensitive to the way the share of labor in total income is constructed

in the data.

N.6 Identified Technology Shocks across Alternative VAR Specifications

We address a potential concern related to the fact that the technology shock may display notice-
able differences across alternative VAR specifications. Such differences could potentially make the
comparison of the effects of a technology shock across sectors difficult. Because in the quantitative
analysis we base our calibration on one unique technology shock, such differences could potentially
undermine the comparison of theoretical with empirical responses. Before summarizing the results
of our robustness exercises, it is worth mentioning that, in line with the current practice, to facilitate
the interpretation of our results, we normalize the shock to a productivity differential to 1% in the
long-run. Such a normalization thus makes the responses of economic variables directly comparable
quantitatively across VAR models. However, even if the magnitude and the shape of the technology
shock is similar across VAR specifications, different VAR models could pickup different structural
technology shocks, i.e., underlying sectoral TFPs responses could differ across VAR specifications.
In order to investigate the extent of the discrepancy in the estimated responses caused by potentially
different technology shocks across VAR specifications, we identify the technology shock in the base-
line VAR model which includes aggregate variables and augment all VAR models with the identified
technology shock ordered first. Reassuringly, the discrepancy in estimated responses turns out to
be insignificant.

We conduct below an elaborate investigation of the potential discrepancy in the estimated effects
caused by considering alternative VAR models. To perform such an analysis, we proceed as follows.
Once we have identified the technology shock in the first VAR model that includes aggregate vari-

ables, i.e., :cﬁ = [Zit, YR,”, i/m WC,it}, we augment each VAR model with the identified technology

shock, ordered first. More precisely, we run the following VAR specifications:
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Figure 24: Effects of Technology Shock Biased toward the Traded Sector on LISs and
Capital—Labor Ratios. Notes: Exogenous increase of TEFP in tradables relative to non-tradables adjusted with
labor income shares by 1%. Sectoral variables include labor income shares and capital-labor ratios. Horizontal axes
indicate years. Vertical axes measure deviations from trend (ratio of labor compensation to value added at current
prices) and percentage deviation from trend in capital stock units (ratio of capital to labor). Results for baseline
specification (eq. (136)) are displayed by solid blue lines with shaded area indicating 90 percent confidence bounds
obtained by bootstrap sampling; sample: 17 OECD countries, 1970-2013, annual data. The red line reports results
for specification (137) when s} = st’l. The green and black lines shows results for specifications (138) and (139)
respectively, i.e. s = 322 for the green line and s = 323 for the black line.
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o 2fi [”,ZmY — Vi, L, — Ly, W3, — Wn} for j = H,N,
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where €Z is the the identified technology shock estimated in the baseline VAR model, i.e. xﬁ =

[ZAit, YRM, [A/it, VAVC,“}. Then, we contrast the responses for the baseline model with those for aug-

mented VAR models.

Fig. 25 and Fig. 26 compare the results in the main text displayed by the solid blue line
with those for the same VAR model augmented with the identified technology shock. As shown
in the first row of Fig. 25 and Fig. 26, across all VAR specifications, the endogenous response of
the productivity differential is quite similar, if not identical, whether the baseline VAR model is
augmented (solid black line) or not with the identified technology shock (solid blue line). Turning
to the sectoral composition effects shown in Fig. 25, all of the conclusions mentioned in the main
text hold since the solid black line lies for all variables within the original confidence bounds of
those obtained when the VAR model is not augmented with the identified technology shock. We
may notice some slight differences for the relative wage in tradables and non-tradables, but the
discrepancy is not statistically significant, except in the short-run. In Fig. 26, one can observe that
the IRFs fall within the confidence interval for all horizons and all variables, with the exceptions of
the terms of trade and the relative wage of non-tradables (but only in the short-run for the latter).
Overall, reassuringly, this robustness exercise shows that our different VAR models identify similar
structural technological shocks and it turns out that differences are statistically negligible.

N.7 Robustness Check to the Construction of Sectoral Physical Capital
Time Series

In the main text, due to data availability, we construct time series for sectoral capital by computing
the overall capital stock by adopting the perpetual inventory approach and then by splitting the
gross capital stock into traded and non traded industries by using sectoral valued added shares.
In this Appendix, we investigate whether the effects on k7 we estimate empirically are not driven
by our assumption about the construction of time series for sectoral capital stock. To conduct
this robustness check, we take time series for sectoral capital stock from EU KLEMS [2011], [2017]
databases and contrast below empirical responses of k7 when sectoral capital stocks are measured
by adopting the Garofalo and Yamarik’s [2002] methodology (our benchmark) with those obtained
by using sectoral data on K7 provided by EU KLEMS [2011], [2017] databases. In both cases,
we explore empirically the VAR model [Z;, §} it l;?t]. Due to data availability, our results in the
latter case include a sample of nine OECD countries which provide time series on sectoral capital
of reasonable length. To be consistent, our benchmark also includes these nine countries only.

The methodology by Garofalo and Yamarik’s [2002] is based on the assumption of perfect mo-
bility of capital across sectors and a small discrepancy in the LIS across sectors, i.e., s# ~ s¥. The
assumption of perfect capital mobility implies that the marginal revenue product of capital must
equalize across sectors:

H my Yo N N
P (1_SL)KTH =P (1-s7) -5
Using the resource constraint for capital, K = K + KV, dividing the numerator and the denom-
inator in the LHS of (140) by GDP, Y, and denoting by th I = %1:; the share of value added of

sector j in GDP at current prices (at time t), eq. (140) can be solved for the K /K:
K[ wy! (1—si) (141)
Ky (1 SL)(l—thH)—f—(l—Sf)wz/H

(140)

Assuming that s ~ s¥ leads to the rule we apply to split the aggregate stock of capital into
tradables and non tradables: .

K

i (142)

In the baseline, we adopt the methodology of Garofalo and Yamarik [2002] to split the national
gross capital stock into traded and non-traded industries by using sectoral value added shares at
current prices. Let w7 be the share of sector j’s value added (at current prices) P/Y7 for j = H, N
in overall output (at current prices) Y = PHYH + PNY N the allocation of the national capital
stock to sector j is given by the rule:

PIYI K

KéY = wY’jK = % )

(143)
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Figure 25: Assessing Differences Caused by Potentially Identifying Different Technology
Shocks across VAR Models. Notes: Exogenous 1% increase in TFP of tradables relative to non-tradables.
Horizontal axes indicate years. Vertical axes measure percentage deviation from trend in GDP units (sectoral value
added shares), percentage deviation from trend in hours worked units (sectoral labor shares), and percentage deviation
from trend (sectoral relative wages). Results for baseline specification are displayed by solid blue lines with shaded
area indicating 90 percent confidence bounds obtained by bootstrap sampling. The solid black line reports the results
for the same VAR model which is augmented with the identified technology shock obtained in the baseline VAR

model xﬁ = [Zit, YR,it: [A@t, Wc,it}. Sample: 17 OECD countries, 1970-2013, annual data.
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Figure 26: Assessing Differences Caused by Potentially Identifying Different Technology
Shocks across VAR Models. Notes: Exogenous 1% increase in TFP of tradables relative to non-tradables
adjusted. Horizontal axes indicate years. Vertical axes measure deviations from trend (ratio of traded value added
to non-traded value added and ratio of labor compensation to value added at current prices), percentage deviation
from trend (relative price of non-tradables, terms of trade) and percentage deviation from trend in capital stock
units (ratio of capital to labor). Results for baseline specification are displayed by solid blue lines with shaded area
indicating 90 percent confidence bounds obtained by bootstrap sampling. The solid black line reports the results for
the same VAR model which is augmented with the identified technology shock obtained in the baseline VAR model

a:ﬁ = [ZAit,YR,it, Lit, VAVC’“]. Sample: 17 OECD countries, 1970-2013, annual data.
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where we denote the sectoral stock of capital obtained with the decomposition by Garofalo and
Yamarik [2002] by K. National capital stocks are estimated from the perpetual inventory ap-
proach. Following Garofalo and Yamarik [2002], the gross capital stock is then allocated to traded
and non-traded industries by using sectoral value added shares according to eq. (143). Once the
series for K, are obtained, we can construct the sectoral capital-labor ratios, kL, = Ky / L7,
and sectoral TFPs, Zéy, which are constructed as the Solow residual.

As a robustness check, we alternatively take capital stock series from the EU KLEMS [2011]
and [2017] databases which provide disaggregated capital stock data (at constant prices) at the
1-digit ISIC-rev.3 level for up to 11 industries, but only for nine countries of our sample over the
entire period 1970-2013 (AUS, CAN, DNK, ESP, FIN, GBR, ITA, NLD and the USA). 49 For future
reference, we denote the sectoral stock of capital and TFP by K k ;and TF PK 1, respectively, when
we take sectoral data from the EU KLEMS [2011], [2017] databases.

Before presenting VAR estimates from the sensitivity analysis with respect to the calculation of
sectoral capital stocks, we show pairwise correlations between selected variables (K7, k% and Z7 for
j = H, N along with the identified structural productivity shock €#) constructed with the Garofalo
and Yamarik [2002] methodology or alternatively with the direct use of the EU KLEMS [2011] and
[2017] databases. We focus on the full available sample period 1970-2013 for 9 OECD countries
(AUS, CAN, DNK, ESP, FIN, GBR, ITA, NLD and the USA). Table 23 provides the summary
results for pairwise correlations. Series for all variables are positively and highly correlated, the
average pairwise correlation is 0.885 and the correlation coefficients range from a low 0.755 for the
identified technological shock € to a high of 0.983 for K. These results are suggestive, but of
course not dispositive, that Garofalo and Yamarik’s [2002] approach provides consistent estimates
of the capital stock at the sectoral level.

Table 23: Sectoral Capital Stocks: Correlations for Selected Variables

Variable (ng KIP(IL) (Kg)m KI]\(]L) (kgy, kgL) (ngz kI]\{rL) (Zay,ZkL) (€Gv,€kL)

correlation 0.907 0.983 0.906 0.789 0.973 0.755
Notes: subscripts ?GY” and "KL” refer to the two methods to construct sectoral capital stocks. K7 is the
capital stock in sector j = H, N, k7 is the capital-labor ratio in sector j = H, N, Z = (ZH)®/(ZN)? is the labor
share-adjusted TFP ratio between traded and non-traded sectors with a = [(1 —ay) + oy (s /s )} (g
being the tradable share in total investment expenditure) and b = a(s /sIV) and € is the identlﬁed technology

shock obtained by running the VAR including aggregate variables, i.e., :EZAt = [Zit, Yz’t, Lm WC,it]- Sample: 9
OECD countries (AUS, CAN, DNK, ESP, FIN, GBR, ITA, NLD and the USA), annual data; 1970-2013.

Next, Fig. 27 plots identified shocks to the productivity differential, e, obtained with the two
measures of Solow residuals constructed from sectoral capital stocks by adopting the two alternative
methods. We detect very small differences between the two sets of data for all considered countries.
Next, in Fig. 28 we plot estimated shocks ¢? using KLEMS data on the vertical axis against
estimated shocks € using the method of Garofalo and Yamarik [2002] on the horizontal axis. In
line with results presented above, the scatter-plot shows a strong positive correlation. Also reported
in Fig. 28 is a regression line, whose slope coefficient and standard error are 1.040 and 0.020
respectively, implying that the estimated coefficient is significant at the 1% level (the R-squared is
0.878).

Finally, we compare the responses of k7 for the baseline method to split the national gross capital
stock into tradables and non-tradables with those obtained from the alternative approach where we
take data on sectoral capital from KLEMS [2011], [2017] databases. We estimate the effects of a 1%
permanent increase in TEFP of tradables relative to non-tradables on the capital-labor ratio in sector
Jj = H, N and contrast the IRFs whether the sectoral capital stock is measured by K7 (blue line)

or by K %( 1, (black line). In both cases, we estimate the VAR model which includes the LIS and the

LIS,H 5 4 ; LIS,N 2 s
capital-labor ratios, i.e., z; SH — [Zit,sfit,k:g] and x;; SN — [stL mkn} As shown in Fig.

29, the responses of capltal—labor ratios for the two methods are qualitatively similar since the solid
black line lies within the original confidence bounds of those obtained when K7 is constructed with
the use of the methodology of Garofalo and Yamarik [2002]. In particular, one can observe that the
discrepancy in the results is small and not statistically significant at conventional level. Overall,
our main findings regarding the response of k7 for j = H, N to an increase in TFP in tradables to
non-tradables are robust and unsensitive to the way the sectoral capital stocks are constructed in
the data.

YTRL and NOR do not provide disaggregated capital stock series. In efforts to have a balanced panel
and time series of a reasonable length, AUT (1976-2013), BEL (1995-2013), DEU (1991-2013), FRA (1978-
2013), JPN (1974-2007) and SWE (1993-2007) are removed from the sample, which leaves us with 9 OECD
countries over the period 1970-2013.
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Figure 27: Identified Technology Shock €Z from Garofalo-Yamarik or KLEMS methodology:
Time-series Evidence. Notes: "GY” refers to the case where we use the method of Garofalo and Yamarik [2002]
to split the national gross capital stock into traded and non-traded industries. ”KLEMS?” refers to the case where we
use the EU KLEMS [2011] and [2017] databases to construct sectoral capital stocks series. The identified technology
shock €Z is obtained by running the VAR including aggregate variables, i.e., z;; = [Zit,ﬁt, l:z-t, VAVO.,it} (sample: 9
OECD countries, 1970-2013, 2 lags).
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Figure 28: Identified Technology Shock €Z: Cross-Country Comparisons between Garofalo-
Yamarik and KLEMS methodologies. Notes: subscript ”GY” refers to the case where we use methodology
of Garofalo and Yamarik [2002] to split the national gross capital stock into traded and non-traded industries.
Subscript ”KLEMS” refers to the case where we use the EU KLEMS [2011] and [2017] databases to construct sectoral
capital stocks series.
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Figure 29: Effects of Technology Shock Biased toward the Traded Sector on Capital-Labor

Ratios. Notes: Effects of a 1% permanent increase in TFP of tradables relative to non-tradables. Horizontal axes
indicate years. Vertical axes measure percentage deviation from trend in capital stock units. Results for baseline
specification (i.e., we use the method of Garofalo and Yamarik [2002] to construct the sectoral capital stocks K and
KN) are displayed by blue lines with shaded area indicating 90 percent confidence bounds obtained by bootstrap
sampling; sample: 9 OECD countries, 1970-2013, annual data. The black line reports results when we use the EU
KLEMS [2011] and [2017] databases to construct sectoral capital stocks series K7.
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O Effects of Technology Shocks Biased Toward Tradables:
Inspecting the Mechanism

In this section, we solve the model analytically by abstracting from physical capital. This enables
us to derive a number of analytical results which emphasize the role of imperfect mobility of labor
(IML henceforth) across sectors and endogenous terms of trade (TOT henceforth) in driving the
transmission mechanism of technology shocks.

Both sectors use labor as the sole input in a constant returns to scale technology, i.e., Y7 = AJLJ
with j = H, N. We set the productivity index in non-tradables to 1, i.e., AN = 1. Because there is
a difficulty in reallocating labor, sectoral wages do not equalize:

PEAT —wH — and PN =wh. (144)

The key equations characterizing optimal household behavior are given by first-order conditions
described by (19a)-(19b), (20a) and (21), (22). The market clearing conditions for non-traded and
home-produced traded goods read as:

LY=oV, and YH =cf 4 xH, (145)

where exports, X H " are governed by eq. (30). The current equation equation can be rewritten as
N =r*N + PEXH — CF_ To be able to derive useful analytical expressions which emphasize the
distinct role of these two features, it is necessary to recourse to a number of assumptions. First, we

solve the model by assuming that productivity in tradables increases once for all to its new long-run
AH Al

AT
degenerate and the intertemporal solvency condition reduces to:

level, i.e., = q. This assumption implies that the dynamics toward the final steady-state

N = Np. (146)

Aggregation of market clearing conditions (145) leads to the standard equality between GDP, Y,
and final expenditure, PoC — r*Ny. To keep analytical expressions simple, we assume that the
country starts with a zero net foreign asset position, i.e., Ny = 0. This assumption implies that the
consumption-to-GDP ratio, we, is equal to one, since trade is initially balanced:

PHEXH = OF, (147)
For later use, we denote wyx = PH;(H the ratio of exports to GDP and aj = the home
tradable content of GDP which is equivalent to the labor compensation share of the home-produced
traded goods sector.’® Even under these assumptions, the model remains analytically untractable.
Since our objective is to disentangle the role of IML across sectors and endogenous TOT, we explore
below two polar cases. We first solve the model by allowing for IML across sectors while assuming
that home- and foreign-produced traded goods are perfect substitutes, i.e., we let p tend toward
infinity. Next, we consider a semi-small open economy with endogenous TOT by imposing perfect
mobility of labor across sectors, i.e., we let € tend toward infinity.

PHAHLH

0.1 Model with IML

We solve the model by assuming that home- and foreign-produced traded goods are perfect substi-
tutes. When we let p tend toward infinity into (6), we have CT = CH + CF and PT = 1 so that
consumption in tradables reduces to:

CT = pPSC. (148)
Since the traded good is the numeraire, the price of non-tradables PN is equivalent to P. The
market clearing condition for tradables (145) reads now as:

Yy =07, (149)

under assumption Ny = 0. Inserting first (19b) into (22), (19a) into (21) and (148), and substituting
the resulting expressions into the market clearing condition for non-tradables (145) and tradables
(149), the steady-state can be reduced to two equations:

(1 —9) PW(=oI37L = (1 — ) PP 79\ ~0c, (150a)
r*No+ 9 (AF)' T =(e=on) 3o — ,plo=oc)3—oc, (150D)

which jointly determine the relative price of non-tradables, P, and the shadow value of wealth, \.
Under assumption Ny = 0, we have wo = P%C =1 so that oy, = a¢.

50Using the fact that Y = WL and PTA” = W we have ar = WVF‘%H

101



A rise in the productivity index of tradables, A", produces a positive wealth effect reflected by
a decline in the shadow value of wealth:®!

_ {0+9lor+oc) +ac(@—oo)l+acle—or) (1-¢)} _ (151)

(o +0c) (€ + @)
where the negative sign of the RHS term follows from evidence which suggests that ¢ < 1. The
positive wealth effect described by (151) encourages agents to work less and increase consumption
expenditure. Because the rise in real expenditure is spread over the two goods while productivity
in non-tradables is unchanged, an excess demand arises in the non-traded goods market, which in
turn causes the relative price of non-tradables to appreciate:??

1+e
¢o+e€

>

P:

a>0. (152)

Egs. (151) and (152) show that the degree of labor mobility across sectors influence both the extent
of the decline in A and the magnitude of the appreciation in the relative price of non-tradables.
More specifically, as € takes higher values, it can be shown analytically that the shadow value of
wealth falls less while the relative price of non-tradables appreciates by a lower amount. Intuitively,
following an increase in A, more labor shifts toward the non-traded sector as the degree of labor
mobility increases which results in a smaller excess of demand in the non-traded goods market so
that the relative price appreciates less. Since non-traded wages increase by a smaller amount as well,
the positive wealth effect is mitigated. In the situation of perfect mobility of labor across sectors,
we have lim._,oo P = a, and lim,_, o0 A = — [(UL+U§)LiO;Z(1_UO)] a < 0.

Because labor shifts away from the traded to the non-traded sector, the share of non-tradables
in labor, %~ increases. To see it formally, totally differentiate (22) together with (144), and
substitute (152):

€e(1-9)

€+ ¢
Eq. (153) shows that both elasticity of substitution between traded and nontraded goods, ¢, and
the elasticity of labor supply across sectors, €, matter in determining the response of the share of
non-tradables in labor. Since evidence documented by the literature overwhelmingly suggest that
¢ < 1, a technology shock biased toward the traded sector leads to a reallocation of labor toward
the non-traded sector. Intuitively, when ¢ < 1, the appreciation in the relative price, P, raises
expenditure in non-tradables relative to tradables and thus boosts labor demand in the non-traded
sector. Thus, v™ increases in line with our empirical findings documented in section 2. As the
elasticity of labor supply across sectors (i.e., €) takes higher values, workers are more willing to shift
their hours worked toward the non-traded sector and thus vV increases more, as long as ¢ < 1.
While the traded sector experiences a labor outflow, the share of tradables in real GDP, v¥"H
unambiguously rises. In the data, the response of the sectoral output share is calculated as the
growth differential in GDP units between traded value added at constant prices and real GDP, i.e.,

I)L’N

=oar(l—ar) a2 0. (153)

pVH = ap (YH — }A/R). Totally differentiating real GDP and inserting the resulting expression

reveals that change in the share of tradables in real GDP is positively related to the appreciation
in the relative price of non-tradables:

oY = op (1—agp) ¢P, (154)

where P is given by eq. (152). Because a higher degree of labor mobility across sectors mitigates the
excess demand in the non-traded goods market, and thus the appreciation in the relative price, P,
the share of tradables in real GDP increases less as more labor shifts away from the traded sector.

How do hours worked and the real consumption wage react to a technology shock biased toward
the traded sector? Higher productivity in tradables increases both traded and non traded wages
and thus raises the aggregate wage by an amount given by W = a A" + (1—-ayr) P. Totally
differentiating W = W/Pe and inserting (152) gives the response of the real consumption wage,
ie., We = acA® > 0. Thus the percentage change in the real consumption wage is independent of
the degree of labor mobility across sectors. By raising the aggregate wage and reducing the shadow
value of wealth, a technology shock biased toward the traded sector exerts two opposite effects on
labor supply. Totally differentiating (19b), i.e., L = (WA)?*, and inserting (151) along with (152)
shows that total hours worked remain unaffected when oo = 1:

7O'LCML (1 70’0)

L= (155)

oL +oc
5ITotally differentiating (150a) leads to: P = =(7rteelditar(c=on) A% with ¢N = ey + oy (1 —ar)] +
[acd + (1 — ac)oc] > 0. Totally differentiating (150b) and using the above equation to eliminate P yields

(151).
"2Totally differentiating (150a) and plugging (151) leads to (152).
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When o¢ = 1, the rise in leisure triggered by the wealth effect following a technology shock is
exactly offset by the fall in leisure resulting from the substitution effect caused by a higher wage.
When o¢ > 1, the curvature of the utility function derived from consumption is less so that the
marginal utility of consumption declines less rapidly. Henceforth, the impact of the wealth effect
on leisure is mitigated and the substitution effect dominates. Hence, a technology shock increases
labor supply when ¢ > 1. It is worth noting that the elasticity of labor supply across sectors has
no impact on the response of total hours worked as a rise in € lowers the extent of the wealth and
substitution effect by the same magnitude.

0.2 Model with Endogenous TOT

We now shed some light on the implications of endogenous TOT. We solve the model by assuming
that workers do not experience a utility loss when shifting hours worked from one sector to another.
When we let € tend toward infinity into (9), we have:

L=L"+ IV (156)

Because workers are devote their whole time to the sector that pays highest wages, both sectors
must pay the same wage; thus eqs. (144) reduce to:

W = PHAH = PN, (157)

Totally differentiating (157) reveals that the price of non-traded goods in TOT goods, P=pN_pH,
appreciates by the same amount as AH , like in a model where TOT are exogenous. Differently, as
long as home- and foreign-produced traded goods are imperfect substitutes, such an appreciation
is achieved through a smaller appreciation in the relative price of non-tradables, PN , and a decline
in the TOT. As we shall see below, the fall in the relative price of tradables plays a key role
by mitigating the shift of labor toward the non-traded sector as the decrease in PH encourages
households to substitute home-produced traded goods for non-traded goods.

When the TOT are endogenous, two additional parameters determine the response of the open
economy to a technology shock: the export price elasticity, ¢x, and the elasticity of substitution
between home- and foreign- produced traded goods. We assume that both parameters are larger
than one. The assumption of ¢x > 1 is supported by evidence documented by Mejean and Imbs
[2015] which indicates that ¢x > 1 for the vast majority of the OECD countries.

Inserting first appropriate optimal decisions into (145), (147), (156), and (157), and differenti-
ating leads to the response of the TOT to a technology shock biased toward the traded sector:*?

PH = - X! a<0 (158)
[(¢x —1) +a¥p] (o +0c) + (1 — o) xH ’

where
H =ocac(op+1)+ (1 —ac)d(op +0¢) > 0. (159)

As shown in eq. (158), for the TOT to decline, the export price elasticity, ¢x, must be larger than
one. Intuitively, a technology shock produces a positive wealth effect which encourages agents to
consume more. Because imports increase, for trade to be balanced, the value of exports in terms of
foreign-produced goods, i.e, PTXH = ¢ (PH)lfde, must increase; when ¢y > 1, the fall in P¥
improves the balance of trade.

Because the decline in TOT mitigates the rise in traded wages, W, the marginal utility of
wealth declines less than that if the TOT were exogenous.?® Inserting first (30) and (20a) together
with (19a) into (147), differentiating and inserting (158) shows that the marginal utility of wealth

*3Tnsert first (19b), (157) and the market clearing condition for non-tradables (145) into (156) and differ-
entiate: A ~ A A .
arl” =o X+ oL <PH + AH> —(1—ar) cN.

Then inserting first (20a) and (22) into the market clearing condition for home-produced traded goods (145),
making use of the balanced trade condition to eliminate X and differentiating leads to:

aLAH+0L§\+UL (pH-f—AH) ZC—UJXPH7

where we eliminated oz L™ from the above equation by using the first equation. Totally differentiate (19a)
and the market clearing condition for non-tradables by inserting first (21) and (22) in order to eliminate
the PV from the above equation; totally differentiating the balanced trade condition (147) to eliminate \;
collecting terms leads to (158).

5¥The change in the equilibrium value of the marginal utility of wealth can be rewritten in terms of
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unambiguously declines:

>0

a < 0.

_ [(qf)x -1) + ot (p—Uc)] [ar + o+ (1 —ac)oc]+ (e — @) (1 —Ozc)CMH (op +0¢)
[(6x —1) +ap] (o +o0) + (1 —a) X!

(160)
Eq. (160) shows that the marginal utility of wealth unambiguously declines as long as export
price elasticity, ¢x, is larger than one, and households are willing to substitute home- for foreign-
produced traded goods, i.e., if p > 1. Intuitively, when the export price elasticity is larger than one,
the TOT decline which provides incentives to substitute home- for foreign-produced traded goods.
If (px — 1)+t (p — oc) > 0, the fall in the relative price of tradables exerts a negative impact on
imports. For trade to be balanced, the shadow value of wealth must decrease to increase imports of
foreign-produced traded goods.

Because the positive wealth effect encourages households to consume more, the demand for non-
traded goods increases. Since productivity of non-tradables remains unchanged, an excess demand
shows up which appreciates the price of non-traded goods in terms of foreign-produced traded
goods:"®

PN _ {l[(ox =)+ (p—0c) + o (1 —ac) (o — )] (oL +weoe) + aP acweoe (o — 1)}a -0
[(¢x — 1) +aHp] (o +0c) + (1 — ) xH '
(161)
It can be shown analytically that PN < AH = ¢ and thus the relative price of non-traded goods
appreciates less than that if the TOT were exogenous. The reason is that the decline in TOT boosts
consumption in home-produced traded goods which in turn mitigates the increase in demand for non-
tradables. For labor to be shifted toward the non-traded sector, the elasticity of substitution between
traded and non-traded goods must be smaller than 1.°¢ As long as ¢ < 1, the share of non-tradables

in labor, v™¥ increases. To show it formally, we totally differentiate the resource constraint for

labor (156) and use the resulting expression to eliminate L from 0%V = (1 — ay) (ﬁN - ﬁ), ie.,

pEN = (1-ap)ar (ﬁN — ﬁH) Computing responses in hours worked in the non-traded and the

traded sector, the change in share of non-tradables in labor is:?”

PN (1 [(¢6x — 1)+ a'p] (o + 0¢) (1 — ¢)
[(¢x — 1) +afp](op +oc) + (1 —afl)xH

—ar)ar a>0. (162)

While hours worked are reallocated toward the non-traded sector, the extent of the labor shifts are
smaller than that if the TOT remained fixed. More precisely, by hampering the boom for non-
tradables, the adjustment in the TOT curbs the rise in the labor share of non-tradables.”® Because

lim,—o A, ie.,

5= { [(px — 1)+ ap] (oL +wcoc) lim 5 a™ [acoc (or +we) + (1 — ac) ¢ (orn + weoe)] a}.
(Gx — D+ a7l o7+ o) + (1—am) ¥ A% (g — 1) + gl (o1 + o) + (1 - o) X

Since the term in front of lim, o A is positive and smaller than one, while the second term on the RHS is
positive, the marginal utility of wealth declines less when the TOT deteriorate.

% Totally differentiating (157) and substituting (158) and rearranging terms leads to (161).

%To see it formally, insert first (21) and (22) into the market clearing condition for non-traded goods
(145), eliminate PV by using (157), totally differentiate and insert (158); one obtains:

PN [(px — 1)+ ap] ac [oL (00 — ¢) + weoe (1 — ¢)]

[(@x — 1) +allp] (o Too) +(1—al) i 7%

where the positive sign of the above equation follows from assumption ¢ < 1 and o¢c ~ 1.

5"To compute the change in hours worked in the traded sector, divide both sides of the market clearing
condition of the home-produced traded good (145) by X* and use the balanced trade condition (147) to
eliminate X on the RHS of the equation, i.e., % =1+ PZQH. Inserting first (30) and (20a), and totally
differentiating leads to: yH = _ [qzﬁx +af (p— 1)] PH where we used the fact that wcac = ar. Using the
fact that L = YH — A" substituting (158) and rearranging terms leads to the percentage change in hours
worked in the traded sector:

ﬁH — _ [(¢X — 1) + aHp] {(UL -l-wcac) (1 — ac) (O’C — (;5) —+ (1 — UC) [UL + weoe (1 _ CYC)]}
[(px — 1) + oHp| (0 + weoe) + (1 — af) xH

a <0,

where the negative sign of the above equation holds for ¢ < 1 and as long as o¢ takes values close to one.
Subtracting L from LY and multiply by (1 — az) ar, leads to (162).
58T see it formally, let p tend toward infinity into (162) and apply ’'Hopital’s rule; we get lim,— oo pN =
[(px -1+ p](or+oc)
(6x —D+atpl(op+oc)+(1—aH )xH

(1—ar)ar (1 —¢)a; since [ < 1, then eq. (162) is a scaled-down of

: ~L,N
lim, oo ¥ .
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less labor shifts toward the non-traded sector when the TOT decline, the share of tradables in real
GDP, v¥'H increases by a larger amount. To compute the growth differential in GDP units between
traded value added at constant prices and real GDP, use the fact that Yp = ar Y + (1 —ap) YV

to eliminate YR from «f, (YH — )A’R), and substitute YV = ON and YH = CT — (1 — aH) PH, we
get:??
PV — (1—ag)ay [qﬁa —(1—a")(1-¢) PH} >0, (163)

where PH is given by eq. (158). Since lim, PH =, we have lim,_oo 2¥H = ¢a > 0. As long
as home- and foreign-produced traded goods are imperfect substitutes, i.e., p < 0o, the decline in
the TOT increases exports and CH which in turn mitigates the reallocation of labor toward the
non-traded sector and thus amplifies the rise in the share of tradables in real GDP.

P Calibration Procedure

In this section, we provide more details about the calibration to a representative OECD economy
and to data from 17 OECD countries. Appendix L presents the source and construction of data.

P.1 Initial Steady-State

Since we consider CES production functions and we compare the results with Cobb-Douglas pro-
duction functions, we have to normalize the CES productions so that the steady-state is invariant
when the elasticity of substitution ¢’ is changed. Our strategy is to choose the initial steady-state
in a model with Cobb-Douglas production functions as the normalization point and set
parameters in the CES economy so as to target the ratios of the Cobb-Douglas economy. Because
we consider the initial steady-state with Cobb-Douglas production functions as the normalization
point, we have to calibrate the model with Cobb-Douglas production functions to the data. We
denote the labor income share in a Cobb-Douglas economy by 6.

Normalizing total factor productivity (TFP henceforth) for the non-traded sector Z% to 1, the
calibration reduces to 24 parameters: r*, 3, oc, or, €, U, ¢, p, @, . b1, ps, 1, L, ox, dx, K, Ok,
oH N, ZH we (= %), wan (= PNGGN), wagn (= Pz,i?H), and initial conditions Ny, K.

Since we focus on the long-run equilibrium, the tilde is suppressed for the purposes of clarity.

59Eliminate X from Yfl =CH + XH by using the fact that XH = 0T /PH | totally differentiate and
make use of the fact that C7 = o CH + (1 - aH) cr.
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The steady-state of the open economy comprises 18 equations:

C = (PeX) 7
L= (W™,

=a-n () e
e e () e (B) e
or=o(5) o) e
LY =(1-9) <MI;V)L

H €
LH:19<M;V> L

PHZH(1—-0") = Py (r* + 0k),

PHZH (1 gy (k)"
pH 7 HpH (kH)l—(’H _wH

pN ZNgN (kN)l—(’N _wN

KM + kNLY = K,
)170N

)

ZNLN (BN =cN+ GV +1V,
xH — ox (PH)—th :
_pH
ZHLH (k)0 = o 4 xH p [H 4 GH
"N+ PHXT — MF =0,
and the intertemporal solvency condition
N — Ny =9, (K — Kp),
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(164a)
(164b)

(164c)

(164d)

(164e)
(164f)
(164g)

(164h)



where we used the fact that at the steady-state I/ = J7 (with j = T, N), and we also have

GV = (wen /PY) G, (165a)

G" = [(1 - wgv)wgn /PY] G, (165b)

GF = (1 —wen) (1 —wen)G, (165¢)

Pe = [o (PT) 7+ (1= ) (PY) ] 7 (165
P =lon (PT) ™"+ (1= om)]| ", (165¢)

Py = [ (P))™" + (1= 0 (PY) 7] = (165f)
PT = [LH (PEY7 41— LH)} = (165g)
W= [ (W) 4 (-0 (W) Gl (165h)
MF=0F + 1" +GF, (165i)

yH = ZH 8 ()0 (165))

yN = ZV N (V) (165k)

Y = pHyH 4 pNy &, (1651)

Using (165), the system (164) jointly determines the following 22 variables C, L, CN, C*# CF LN,
LA N 17 17 1,G, k", kN, W WN K, PN, X7 PH N A

Before going any further, it is worth mentioning that in accordance with the empirical findings
documented by Bems [2008] for OECD countries, we choose an elasticity of substitution between

JY and JT of 1, i.e.,
JT ag JN l—ay
J= (m) (1 _aJ> , (166)

pr T PN N
PyJ PyJ
tradables, respectively, which are fixed parameters. The investment price index, Py = Py (P}F7 pN ),

associated with aggregator function (166) is:

and 1 —ay =

where oy = are investment expenditure shares on tradables and non-

Py = (PD)™ (PN) ™. (167)

Some of the values of parameters can be taken directly from data, but others need to be endoge-
nously calibrated to fit a set of an average OECD economy features. Among the 24 parameters, 5
parameters, i.e., o, JH @ 1, 9, §x together with initial conditions (N, Ko) must be set in order
to match key properties of a typical OECD economy. More precisely, the parameters o, ., o, 1,
¥, 6k together with the set of initial conditions are set to target ', a?, ac, o, Wy, UN.

We denote by v¥*H the GDP share of home-produced traded goods, vg, = G7/P7YJ and
vyi = PJJ7/PIY7 the ratio of government spending and investment expenditure on good j to
output in sector j, respectively, vy = PZ;% the ratio of interest receipts from traded bonds holding
to traded output, wy = £ Hf ” the ratio of exports to GDP, wg the ratio of government spending to
GDP, and wy = & }J,J the ratio of investment expenditure to GDP. The steady-state can be reduced
to the following five equations:

(ot ven) _ g (PY? (650
1-vYH  (1—wyny —vgny)  1—@ \PN) "’
1+e€
Y- H (PH>97H (ereN)(1+e)
= Pj)\ oHoN II 168b
1 V.H (PN)% ( J) ( )
v = woaca® +wiazall +wen (1 —wen)we + wx, (168c¢)
K
(=0 v 4 (1= 0%) (1 =vH) = Py (" +0k) 3 (168d)
U, (K
UN = UN, + I/T,Hl (Y - UK0> , (1686)
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where vg, = % and II is a term composed of parameters described by:
H 1-%1—_;
0 H_,N
n oo 0T 0

(Z)e¥ 1=V

[(oH)ee” (1- (,H)o—eH)me)] /8%

vl (169)

The system (168) consisting of five equations determine v¥-# PN PH K/Y and vy. The five equa-
tions (168a)-(168e) described the goods market equilibrium for tradables relative to non-tradables,
the labor market equilibrium, the goods market equilibrium for the home-produced traded goods
market equilibrium, the resource constraint for capital, the intertemporal solvency condition, re-
spectively.

It is worth noting that ¢x is a free parameter which does not play any role in this calibration
strategy since the ratio of exports to GDP is determined residually by vy, vV, we, ac, o, wy,
ay, a? . To see it formally, use the current account equation in the long-run and divide both sides
by GDP; one obtains:

wx = —onvTH +weae (1 — aH) +wyag (1 — a{,{) ) (170)

While ¢ x does not play any role in the calibration strategy with Cobb-Douglas production functions,
this parameter is necessary to target wx when we allow for CES production functions since the
steady-state with Cobb-Douglas production functions is chosen as the normalization point.

Left-multiplying the home-produced traded goods market equilibrium (164t) by P, eliminating
PH X H by using the current account equation (164u), i.e., PEXH = M¥ —r* N leads to the goods
market equilibrium for tradables:

PHYH — pTCT 1 pTJT + GT —r*N. (171)

Let multiplying (164r) by P¥, dividing the market clearing condition for tradables (171) by the
market clearing condition for the non-traded good (164r) and equating the resulting expression with
the demand of tradables in terms of non-tradables for consumption obtained by calculating the ratio

6—1
of PTCT = PHCH 4 CT using (164d)-(164e) to (164c), L.e., Lnlr = 12 (1;—1) , leads to the

goods market equilibrium (168a). The derivation of the labor market equilibrium requires more
steps. As mentioned below, we assume that the aggregator function for inputs of the investment
good is Cobb-Douglas since data suggest that ¢; = 1. In this case, the investment price index
simplifies as (167). First, combining (164m) and (164n) leads to:

LH 1-67 pPHZH (1 — 9" Sh 1-0H _1-¢N
e = LTy o i 75 a2

(kM) " PN N (1 Ny

Dividing (164g) by (164f) leads to the supply of hours worked in the traded sector relative to the
non-traded sector, i.e., % =2 (WH) . Dividing (1640) by (164p) leads to the relative wage of

1-9 \ W~
_ pH zHgH (1) =" . L :
tradables, i.e., % = pNszgNgszl—sN . Inserting the latter expression into the former and using
the production functions for the traded sector and non-traded sectors which imply L¥ = #
and LV = W, one obtains:

1 1+e
YH B 9 ZH e+1 PH € HH € (k_H>1—9
vworalzw) ) %) |

Left-multiplying the above expression by %, inserting (172), and collecting terms leads to the
labor market equilibrium (168b) while we set II to eq. (169) in order to write the equation in
compact form. To determine (168c), use the fact that K7 = k7 L7, multiply both sides of (164q) by
£ where R = P; (r* + 6k ) is the capital rental cost; we get:

REM pUy! - REN PNYN _ RK
PHYH 'y T PNYN y Ty
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Using the fact that the capital income share IIEJI)(,J, in sector j is equal to (1 — 07 ), one obtains the

resource constraint for capital described by eq. (168c). Multiplying both sides of (164t) by
%, and using (164d)-(164¢e) and (164i)-(164j) leads to (168c):

v picH F  pHJH gF  pHGH  pHXH

v = e y g vy Ty Ty o
SﬁH H\1=p H a H\1=pJs H
— 1—<,0H(P ) (1704 )acchrl_LH(P ) (170[J)O[JUJJ

twgn (1 —wgn) wg + wx.

Finally, to get (168e), multiply both sides of (164v) by %, denote the ratio of interest receipts
from the initial stock of traded bonds to traded output by vy, = PT;,% and the ratio of the initial
capital stock to GDP by vk, = %2 leads to eq. (168e) that describes the intertemporal
solvency condition.

Because the ratios we wish to target are different from the macroeconomic aggregates, i.e.,
vV pN O PH O K/Y vy, that are jointly determined by the system of equations (168), we have to
relate the latter ratios to the former. First, the price of home-produced traded goods in terms of
foreign-produced traded goods, P, determines the home content of consumption and investment
expenditure in tradables by setting ¢ and -

H (pH)1=r H (pH\1=r7
off = : 1(7 ) , and ol = ' 1(, ) : (173)
pH (PH) ™+ (1= pH) HPH) TP 4 (1= M)

Second, the price of non-traded goods in terms of foreign-produced traded goods, P, determines
the home tradable content of consumption expenditure by setting ¢:

p(P1) 7 .
P (PHY 4 (1 ) (PN)T

ac = (174)

Third, the ratio K/Y along with the relative price of tradables, P¥, and the relative price of non-
tradables, PV (see (165g) and (167)), determine the investment-to-GDP ratio P;I/Y by setting
(see eq. (164k)):

P;I ox K

The ratio of net interest receipts from traded bonds holding to traded output, i.e., vy, determines
the ratio of net exports to traded output, i.e. vyx = % with NX = PEXH — MF; dividing
both sides of the current account equation (164u) leads to:

UNX = —UN. (176)

Finally, we show below that ¥ is related to the share of tradables L /L which we target by setting
9. To do so, using the definition of the aggregate wage index (165h), the ratio of the aggregate wage
to the non-traded wage can be rewritten as follows:

W e+1 B 19 (WH)EJrl + (1 . 19) (WN)E+1
WH - (WH)6+1 ?
WN e+1
and by solving, we get
W 1A

Since #7 is the labor income share in sector j, the ratio of the non-traded wage to the traded wage
can be written as follows:

N 9N 1— Y,H LH
W <”> (178)

WH ~ gN UV H LN’
Dividing (164g) by (164f) leads to a positive relationship between the supply of hours worked to the
traded sector relative to the non-traded sector and the traded wage relative to the non-traded wage,

€
ie., f—ﬁ = % (%) . Substituting the latter equation, eq. (178) can be solved for W& /WH ie.,

1

WN 9 QN 1— I/Y’H e+1
WH ~ {1—19911!( pVH ﬂ ' (179)
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e+1
Additionally, since ay = W‘;éH =1 W—H) , the share of traded hours worked in total hours

W
worked is governed by the following optimal rule:

gl WHN
T - ﬂ(w)’

- (VKH) (180)

Inserting (179) into (177) and plugging the resulting expression into (180) gives us a relationship
between the share of tradables in employment and the share of tradables in GDP, v¥>:

WA ==
9+ (1-9) <VVH) ] ,

N /1 _ Y H -1
= g [1+W(1/;Hﬂ . (181)

According to (181), given v¥-#  setting ¢ allows us to target the ratio L /L found in the data.

LH

i3 0

P.2 Calibration to a Representative OECD Economy

To calibrate our model, we estimated a set of parameters so that the initial steady state is consistent
with the key empirical properties of a representative OECD economy. This section provides more
details about how we calibrate the model to match the key empirical properties of a representative
OECD economy. Because we consider an open economy setup with traded and non-traded goods, we
calculate the non-tradable content of GDP, employment, consumption, gross fixed capital formation,
government spending, labor compensation, for all countries in our sample, as summarized in Table
6. Since we assume that home- and foreign-produced traded goods are imperfect substitutes, we
calculate the home content of consumption and investment expenditure in tradables on the one
hand, and between purchases of home-produced goods from the home and the rest of the world
(i.e., exports) on the other hand. To capture the key properties a typical OECD economy which is
chosen as the baseline scenario, we take unweighted average values shown in the last line of Table
6. Columns 12-14 of Table 6 also report government spending and investment as a share of GDP
along with the aggregate labor income share.

We first describe the parameters that are taken directly from the data; we start with the pref-
erence parameters shown in panel A of Table 7:

e One period in the model is a year.
e The world interest rate, r*, equal to the subjective time discount rate, (3, is set to 4%.

e We set the intertemporal elasticity of substitution for consumption, ¢, to 2 in line with
estimates documented by Gruber [2013]. While this value is higher than that usually used in
the international RBC literature (i.e., o = 1), we choose this value to reduce the impact of
the wealth effect on labor supply and generate a positive response of total hours worked.

e Next, we turn to the Frisch elasticity of labor supply. We set the intertemporal elasticity
of substitution for labor supply oy, to 1.6, in line with the evidence reported by Peterman
[2016] who find a value for the macro Frisch elasticity of 1.5 and 1.75 for the population aged
between 20 and 55, and between 20 and 60. This value of 1.6 enables us to generate an initial
increase in total hours worked by 0.09% we estimate empirically following a 1% permanent
increase in TFP of tradables relative to non-tradables, see Fig 14(a).

e The elasticity of labor supply across sectors, €, which captures the degree of labor mobility
is set to 1.6. Our estimates display a wide dispersion across countries as they range from a
low of 0.01 for Norway to a high of 3.2 for the United States, see Table 9. This value of 1.6
is halfway between the lowest and highest estimate for the degree of labor mobility across
sectors .60

o We set the elasticity of substitution between traded and non-traded goods, ¢, to 0.44, in line
with estimates by Stockman and Tesar [1995]. Because this parameter plays a key role in the
quantitative analysis, we have estimated this parameter by running the regression of the share
of non-tradables in consumption expenditure on the ratio of non-traded prices to CPI. We
explore empirically two variants of the testable equation by including or not a country-specific

50 Appendix M.3 presents the empirical strategy and contains the details of derivation of the relationship
we explore empirically.
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linear time trend which captures the fact that the preference for consumption in non-tradables
may vary over time (see Appendix M.2). As can be seen in the last row for Table 10 which
reports estimates for the whole sample, we find that ¢ stands at 0.66 or 0.33 depending on
whether a country-specific linear time trend is included or not. A value of 0.44 falls in the
range of these estimates.%!

We set the elasticity of substitution, ¢z, in investment between traded and non-traded inputs
to 1, in line with the empirical findings documented by Bems [2008] for OECD countries.

Following Backus, Kehoe and Kydland [1994], we set the elasticity of substitution, p (ps), in
consumption (investment) between home- and foreign-produced traded goods (inputs) to 1.5.

We carry on with the non-tradable content of consumption, investment and government
expenditure, employment, along with sectoral labor income shares shown in the last line of Table 6
that reports the average of our estimates while panel B of Table 7 displays the value of parameters
we choose to calibrate the model:

The weight of consumption in non-tradables 1 — ¢ is set to 0.49 to target a non-tradable
content in total consumption expenditure (i.e. 1 — a¢) of 53%.

In order to target a non-tradable content of hours worked of 63% which corresponds to the
17 OECD countries’ unweighted average shown in the last line of Table 6, we set the weight
of labor supply to the traded sector in the labor index L(.), 1 — ¥, to 0.6.

We choose a value for the weight of non-traded inputs in the investment aggregator function
J(.), 1—¢, of 0.62 which allows us to obtain a non-tradable content of investment expenditure
of 62%.

In accordance with our estimate shown in the last line of Table 6, we choose a non-tradable
N ~N
content of government spending, wgy = %, of 90%; by construction, we have a share of

government consumption on tradables in total government spending, wgn = 1 —wgw, of 10%.

Columns 10 and 11 of Table 6 give the LIS of the traded and the non-traded sector for the
seventeen OECD countries in our sample. LISs 8 and 0"V average respectively to 0.63 and
0.68. These average values reveal that the non-traded sector is relatively more labor intensive
than the traded sector. It is worth mentioning that our estimates of 0.63 and 0.68 for #7
and 6V, respectively, are consistent with an aggregate labor income share of 66%, as shown
in column 12 of Table 6. Formally, the aggregate labor income share, denoted by s, is a

. i . H pH~ H N pNy N
value-weighted average of the sectoral labor income shares, i.e., s;, = &£ v Y— o F v Y_

We assume that initially, traded firms are as much productive as non-traded firms and thus
normalize Z7 to 1.

We describe below the choice of parameters displayed in panel C of Table 7 which target the
home content of expenditure in tradables:

In order to target a home content of consumption expenditure in tradables of 77% which
corresponds to the 17 OECD countries’ unweighted average shown in the last line of Table 6,
we set the weight of home-produced traded goods in the consumption aggregator function for
tradables CT(.), ¢, to 0.84.

We choose a value for the weight of home-produced traded inputs in the traded investment
aggregator function J7(.), 1, of 0.62 which allows us to obtain a home content of investment
expenditure in tradables of 51%.

Since data availability does not enable us to differentiate between government expenditure in

home- and foreign-produced traded goods, we assume that the government does not import

. H~H
goods and services from abroad, and thus set wgr = £ G? to 1 and wgr = 0.

Building on structural estimates of the price elasticities of aggregate exports documented
by Imbs and Mejean [2015], we set the export price elasticity, ¢x, to 1.7 in the baseline
calibration.

We describe below the choice of parameters displayed in panel D of Table 7 characterizing
macroeconomic variables such as investment, government spending and the balance of trade of a
typical OECD economy:

As shown in the last line of column 14 of Table 6, government spending as a percentage of
GDP averages 20% and thus we set wg = % to 0.2.

51We derive a testable equation by combining the demand for non-traded goods and the market clearing
condition for non-tradables. Details of derivation of the equation we explore empirically can be found in
section M.2.
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e In order to target an investment-to-GDP ratio, w; = %, of 24% as shown in the last line of

column 13 of Table 6, we set the rate of physical capital depreciation, dx, to 9.3%.

e We choose the value of parameter x so that the elasticity of I/K with respect to Tobin’s q,
i.e., Q/ Py, is equal to the value implied by estimates in Eberly, Rebelo, and Vincent [2008].
The resulting value of x is equal to 17.62

e Finally, we choose initial values for Ny and K| for the ratio of net exports to traded output
to be nil at the initial steady-state, i.e., vyx =~ 0.

Investment- and government spending-to-GDP ratios along with balanced trade endogenously
determine the consumption-to-GDP ratio. More precisely, since GDP is equal to the sum if its
demand components, remembering that at the steady-state I = J, we thus have the following
accounting identity, Y = PoC + P;I + G + NX. Dividing both sides by Y and remembering that
net exports are nil, i.e., NX = 0, the consumption-to-GDP ratio denoted by wo = Pf/c is thus
equal to 56%:

wczgzlf <WJ+LUG+N;(> = 56%, (182)
where w; = % =24%, wg = % = 20%, and NX = 0.

It is worth mentioning that the tradable content of GDP is endogenously determined by the
tradable content of consumption, a¢, of investment, a;, and of government expenditure, wgr,
along with the consumption-to-GDP ratio, we, the investment-to-GDP ratio, wy, and government
spending as a share of GDP, wg. More precisely, dividing the traded good market clearing condition
(171) by GDP, Y, leads to an expression that allows us to calculate the tradable content of GDP:

pHYH
Y

where wg = 56%, ac = 47%, w; = 24%, a; = 38%, wer = 10%, and wg = 20%. According to
(183), the values we target for the non-tradable content of consumption, investment and government
spending along with the consumption-, investment-, and government spending-to-GDP ratios are
roughly consistent with a tradable content of GDP of 39% found in the data, as reported in the last
line of column 1 of Table 6. The cause of the slight discrepancy in the estimated tradable content
of GDP is that nomenclatures for valued added by industry and for expenditure in consumption,
investment, government expenditure by items are different. Reassuringly, the GDP share of tradables
(39%) is close to that calculated by using demand components (38%).

Since we set initial conditions so that the economy starts with balanced trade, export as a share of
GDP, wy, is endogenously determined by the import content of consumption, 1 —a¥, of investment,
1— aqu , and of government expenditure in tradables, 1 — wg#, along with the consumption-to-GDP
ratio, we, and the investment-to-GDP ratio, wy, and government spending as a share of GDP, wg.
More precisely, dividing the zero current account equation (164u) by GDP, Y, leads to an expression
that allows us to calculate the GDP share of exports of final goods and services produced by the
home country:

=weoac +wyay +wgrwg = 38%, (183)

pPHXH
Y

=weac (1 —a”) +wjas (1—af) + (1 —wgn) (1 — wen) we = 10.4%, (184)

where we = 56%, 1 — ol = 23%, w; = 24%, 1 — alf = 49%, 1 —wer = 0; in line with our evidence
reported in column 7 of Table 6, the ratios we target enable us to reproduce the imports to GDP
ratio of 10%, keeping in mind that we consider trade on final goods.

In order to capture the dynamic adjustment of productivity in tradables relative to non-tradables,
we assume that the response of sectoral TFP in percent is governed by the following dynamic equa-
tion: R )

Zi(t) =27 +Fe ¢, (185)

where Z7 is the percentage steady-state change in sectoral TFP; 27 and & > 0 parametrize the initial
increase in sectoral TFP and the speed at which Z7 reaches its new steady-state level, respectively.

More precisely, 77 takes negative values when sectoral TFP undershoots its steady-state level. The

M a
‘true’ measure of the technology bias toward tradables denoted by Z is given by Z(t) = %
1 0"

—————x7 and b = agy (see (76)). We present below the parameters related to
[(1—06J)+QJ§TV]

endogenous responses of sectoral TFPs to an exogenous shock to a productivity differential which
are summarized in panel E of Table 7:

with a =

52Eberly, Rebelo, and Vincent [2008] run the regression I/K = o 4 3 .In(g) and obtain a point estimate
for B of 0.06. In our model, the steady-state elasticity of I/K with respect to Tobin’s q is 1/k. Equating
1/k to 0.06 gives a value for k of 17.
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e In the quantitative analysis, we consider permanent changes in sectoral TFP, 77, so that the
labor share-adjusted TFP differential is 1% in the long run:

7 =aZ 7N =1%. (186)

e We estimate a simple VAR model [¢Z, Z, ZH, ZN] where € is the shock to a productivity
differential which is identified by considering the baseline VAR model which includes aggregate
variables. When we generate IRFs for traded and non-traded TFP, we find a slight discrepancy
in the estimated technology shock biased toward the traded sector because A (t) slightly differs

from the weighted average aZH (t) — bZN (t). We thus take the following route. We compute

ZN (t) at various horizons by using the following formula ZV (t) = M (see eq. (186).

e To reproduce the initial response of sectoral TFP we estimate empirically, we choose 2/ by
setting ¢ = 0 into (185):

o= (ZJ‘ - Zj(O)) , (187)
where 77 corresponds to steady-state change in percentage of TFP in sector j = H, N and
Z7(0) is the initial response of TFP in sector j. Eq. (187) gives us 27 = —0.0936 and
zN = 0.0002.

e To reproduce the shape IRFs of sectoral TFPs, we first solve (185) for &7:

o-tn(20-2) o

zJ

We choose time t so that &7 gives us the best fit of the response of 79 (t) estimated empirically.
For both sectors, we take t = 3 which gives us £ = 0.5709 and to £V = 1.1668.

e Given values for 7, ¢/ and Z7, we can compute the transitional path for Z7(t) by using (185)
and thus the adjustment of the productivity of tradables relative to non-tradables by using
(186), assuming that the weights a and b are constant over time.

P.3 Calibration Procedure with CES Production Functions
The production functions are assumed to take a CES form which we repeat for convenience:

. . od
ol -1 ol—1|osi-1

Yit)= | (AL (1) 7 +(1—+) (B (K (t) 7 : (189)

where A7 and B7 are labor- and capital-augmenting productivity, and o7 the elasticity of substitution
between capital and labor in production.

Compared with a model imposing Cobb-Douglas production functions, the model assuming
CES form for production technology has 8 additional parameters, i.e., o, o™, ~v7, AN AH BH,
AN BN Given that we assume Hicks-neutral technological change at the initial steady-state, i.e.,
Al = BJ = 77, and sectoral TFP are set to one, it leaves us with 4 additional (compared with
subsection P.1) parameters only. Among these four parameters, two can be taken from the data.
Following Antras [2004], we run the regression of (logged) valued added per hours worked on (logged)
real wage over 1970-2013 in panel data while letting the coefficient in front of W7/PJ vary across
countries, see section M.4. We take unweighed average values shown in the last line of columns 17-18
of Table 6 and set o = 0.69 and ¢ = 0.72. We normalize CES production functions because,
as underlined by Leén-Ledesma et al. [2010], the normalization allows CES production functions
featuring different elasticity of substitution to share the a common baseline point. A ‘

We assume Hicks-neutral technological change at the initial steady-state, i.e., A} = B} = Z},
so that eq. (189) now reads as follows:

v =%

=) ()7 190

and the labor income share is given by

o —1

) A ZI\
(%) o)
Yo
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The steady-state of a semi-small open economy with CES production functions is described by
the following set of equations:

aH—l agfil
yt =274 [yH + (1=A") (K7) " } , (192a)
o N
oN_171oN_1
T AR IO I ksl N (1920)
oH _1
ZH “oH
s =" (H) : (192¢)
Y
oV
ZN ToN
sp =" (N> ) (192d)
Y
oH_1
ZHkH -H
1—5{’:(1—%)( i ) , (192¢)
oN_1
ZNkN ToN
1—s7 = (1-7") ( N > : (192f)
vV H (1+vy —vge +vgu) % P7T ¢ (1920)
1—-vYH  (1—vyny —vgn)  1—@ \ P ’ &

H_q

i 1 1919 (ﬁ)e <PH)1+€ (ZH)(G“H )) (y) (192h)

1—yVH N ) \ PN (2 () )
pYH — wcacaH + t,UJono¢517 +wgH (1 — WGN) wa + wx, (1921)
K
(1 — QH) I/Y7H + (1 _ GN) (1 _ VY,H) — PJ (T* +6K) ?’ (192])
v, (K
UN = UNo F VY,Hi (Y - UKO) ; (192k)
where vy, = r*}z/vo, VK, = % The system (192) consisting of eleven equations determine y*, y",

st N RH N Y H PN PHUK/Y | and vy. The five equations (192g)-(192k) stand for the
goods market equilibrium for tradables relative to non-tradables, the labor market equilibrium, the
goods market equilibrium for the home-produced traded goods market equilibrium, the resource
constraint for capital, the intertemporal solvency condition, respectively.

While these last five equations have been derived in subsection P.1, one equation deserves
attention as the assumption of CES production functions modifies the derivation of the labor market
equilibrium. Dividing (164g) by (164f) leads to the supply of hours worked in the traded sector

relative to the non-traded sector, i.e., f—i = % (%) . Dividing (64b) by (64c) leads to the

equilibrium relative wage of tradables, i.e.,

Inserting the latter expression into the labor supply equation and using the fact that L¥ = );—,:I and

N .
LN = Z—N, one obtains:

it () (5) (z) ") ()
YR =0 N AP () )

Left-multiplying the above expression by %, and collecting terms leads to the labor market
equilibrium (192h).

We choose the initial steady-state in a model with Cobb-Douglas production functions described
in section P.1 as the normalization point; &/ and ¢’ are the steady-state quantities from the Cobb-
Douglas case. The objective of the normalization is to choose 77 in eq. (191), so as to maintain the
steady-state sectoral labor income share at 67, and to choose Z7 in eq. (190) so as to maintain the
sectoral steady-state output level equal to the Cobb-Douglas value 77. Let us remind that 7 is the
labor income share in the baseline model with Cobb-Douglas production functions; equating v and
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k:g to 77 and k7, respectively, eqs. (190) and (191) can be solved for parameter v/

i = g [93‘ (169 () Ly } - 7 (193)

and parameter Z7

ol 1] 1-0J

2=y [+ (=) ) (191

Making use of (173) and (174), we set o, 11 and ¢ to target af, alf, and ac:

~H

" @
¥y = — P (1953,)
af + (1 —aH) (PH)'™"
~H
= — L ., (195b)
af + (1 —-af) (P¥)
ac
P = — T (195c¢)
— — PN
ac +(1—ac) (,—TH)
We choose ¥ so as to target the tradable content of labor compensation ajp:
9 = e (196)

- 1+€-
ar+(1—ar) <%)

Using the fact that wx = PH;(H with X = oy (PH)%)X, we set px to target an export-to-GDP
ratio Wx:

px = Yax (P17 (197)
We choose dx so as to target an investment-to-GDP ratio @;:
(DJY/
K = =——=. 198
KT PK (198)

We set Ny so as to target @we or alternatively balanced net exports (which imply vy = 0) by using
the accounting identity between GDP and the sum of demand components:

_ (@ 0 -1
Nozy(wcw"f“’c ) (199)
r
Finally, we choose Ky to target K by using the intertemporal solvency condition:
_ No— N
KO:K+< 0_ ) (200)
Uy

P.4 Calibration Procedure with CES Production Functions and Factor
Biased Technological Change

In this subsection, we provide more details about how we determine the direction and the magnitude
of factor biased technological change. We begin with the approach adopted in the main text and
then we contrast the results with those obtained by following an alternative method.

Estimating Empirically Factor Biased Technological Change

To calibrate the dynamic responses of A7 and B7, we proceed as follows. To start with, we
repeat the ratio of factor income share for convenience:

1—0d

p 7j BIKI\ o7
S7 = - — . 201
1—~d ( AILI ( )

Since we normalize CES production function (189) so that the relative weight of labor and capital
is consistent with the labor and capital income share in the data, solving for 77 leads to:

AN
o= <f) 5% 01 (202a)

] Bj];] ol )
1-+7 = < 070 (1=357 ) (202b)



Dividing (202a) by (202b) leads to:

1—0J

. j BiEI\
5 = 2l ( 0 0) ) (203)

L=A7\ A4

Dividing (201) by (203) and solving for relative capital efficiency leads to:

y —1 el
Bi BI j j 1—cd
(t)/ ~Q — kN(t) S~(t) . (204)
W)\ K 5
Since initially we assume Hicks-neutral technological change at the initial steady-state, we have
Al = B} = Zj. The technology frontier is described by

) _ (<>) <B<>) 05)
A A By

Log-linearizing, the system (204)-(205) can be solved for labor and capital productivity:

At = 29(t) — (1 - ggo) [( o’ ) S9(t) — e (t)] , (206a)

Bit)y=2'(t)+ 5, , Kl fj > S9(t) — l%j(t)} , (206b)

ol

where 57 (t) = lsj# To recover the dynamics of A7 and B7, we first estimate two VAR models; the
5

first VAR model inéfudes the productivity differential, Z, the labor income share in sector j, and the
capital-labor ratio in sector j, i.e., [Z , 87, kI ]; the second VAR model includes the technology shock
(identified from the estimation of the baseline VAR model including aggregate variables), sectoral
TFPs, and the productivity differential. Next, we generate IRFs and plug estimated responses of
Z7, kI, s7 into (206a)-(206b) which allows us to make inference on the underlying process of A’
and B’ in the data. As discussed below, four situations may emerge.

Differentiating (204) leads to:

B0 - 410 = (12 ) $/0) - (0, (207)

While eq. (207) gives us the excess of capital productivity growth over labor productivity growth,
the system of equations which comprises (206a)-(206b) allows us to determine the changes in labor
capital efficiency:

A =29(t) - (1 - éi,o) (BJ‘ (t) — Aj(t)) , (208a)

Bi(t)=27(t) + 5, (Bﬁ (t) — Aj(t)) . (208b)

Eqgs. (208a)-(208b) show that four situations can emerge:

e When the productivity differential between capital and labor (BJ — AJ) > 0 exceeds - f; >
L
0, we have A7 < 0 (and B’ > 0).

e When the decline in relative capital efficiency — (BJ — Ad ) > 0 exceeds SZTJ > 0, we have
Bi <0 (and A7 > 0).

L
e When the productivity differential between capital and labor falls between ~Z and %,

SJ
we have BY > 0 and A7 > 0:

L

1—0d

— if ( o’ ) S9(t) > k7 (t), relative capital efficiency increases;

— if (ﬁ;) S9(t) < k¥ (t), relative capital efficiency declines.
We further specify a dynamic adjustment for A7 (t) and Bi (t) similar to that described by eq.
(185), i.e.,

Aty =Al + e €t Bi(t)=B +be 4", (209)
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Figure 30: Empirically vs. Numerically Estimated FBTC in the Home-Produced Traded
Goods and Non-Traded Goods Sector. Notes: Figure 31 plots impact (i.e., at time ¢ = 0) and long-run (i.e.,
at time ¢ = 10) responses of FBTCY, estimated numerically (by using (39a)-(39b)) on the horizontal axis against those

estimated empirically (by using (79) to construct time series for FBTC and then estimating a VAR [Z;t, FBTC?,/})
on the vertical exis.

where we assume that the speed of adjustment &7 corresponds to the speed of adjustment of sectoral
TFP, Z7 (i.e., ¢ = 0.5709 and ¢V = 1.1668, see subsection P.2). We choose a’, b’ by setting t = 0

into (209), ie., @ = — (fli "y (0)), and b/ = — (E’J’ - BJ’(O)) which gives us @ = —0.020840,
b = —0.202769, a”V = 0.234035, b = —0.500629.
Contrasting Numerical vs. Empirical Estimates of FBTC
One alternative approach to that described above amounts to constructing time series for FBTC
by using eq. (204), i.e.,
L =g
BI(t)/Bg \ ~
AT (t)/ A ’

_1-o7

_ (KoY 7 (5 (210)

Using time series for sectoral capital ratios, k7, labor income share, si, along with our estimates
of 07, one can make inference on FBTC which we have denoted by FBTCgt. Then, we estimate a
simple VAR model [Zit,FBTCgt] by adopting the identification approach by Gali [1999]. Fig. 30
plots impact and long-run responses of FBTC estimated empirically on the vertical axis against
FBTC computed numerically by using (39a)-(39b). Overall, differences between the two approaches
are quantitatively small. While both methods should be identical, computation of FBTC by using
(39a)-(39b) slightly improves the fit to the data.

FBTCY (t)

Q More Numerical Results

In this section, we provide additional numerical results which are not included in the main text for
reasons of space. In subsection QQ.1, we conduct a sensitivity analysis with respect to the degree
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of labor mobility across sectors which displays a wide cross-country dispersion across countries,
exogenous vs. endogenous TOT, FBTC vs. HNTC, capital installation costs vs. no installation
costs, Cobb-Douglas economy vs. CES economy. In section Q.2, we plot the technology frontier, we
contrast empirical with theoretical responses of the ratio of factor income shares, we contrast plot
the responses of the ratio of factor income shares against the responses of FBTC and contrast the
cross-country relationship from empirical results with the cross-country relationship from numerical
results. Finally, we plot the long-run measure of the deviation from HNTC estimated empirically
against the measure estimated numerically. We consider VAR estimates with two lags and one lag.

Q.1 Effects of Asymmetric Technology Shocks across Sectors: Sensitivity
Analysis

Table 24 reports impact effects for additional scenarios which are not shown in the main text for
reason of space. Column 1 reports the data, i.e., impact effects from VAR models specified in the
main text whilst column 2 shows results for the baseline model with capital adjustment costs, IML,
endogenous TOT, and FBTC.

Columns 3 and 4 show results when the production function is of the CES or Cobb-Douglas
(’CD’) type while technological change is Hicks neutral. When contrasting the results with those
shown in column 2 from our baseline model with CES production functions and FBTC, as can be
seen in panel C, the model with FBTC performs better in reproducing the change in the labor
share of tradables. As a result, the baseline model also reproduces better the responses of sectoral
labor and sectoral value added. The performance of the baseline model is also much higher for the
responses of the sectoral LIS.

Column 7 shows results when the elasticity of aggregate labor supply, o, and the IES for
consumption, o¢, are set to one while we assume Cobb-Douglas production functions. In this case,
the negative impact of the wealth effect on labor supply is higher which implies that labor supply
becomes unresponsive to the technology shock. Consequently, we need to impose a higher value for
oc to generate the rise in total hours worked observed in the data.

Turning to the implications of labor mobility costs, our estimates of the elasticity of labor
supply across sectors display a wide dispersion across countries and we therefore conduct a sensitivity
analysis with respect to this parameter. We set € to 0.22 (for Ireland) and 3.2 (for the United States)
and in both cases we assume Cobb-Douglas production functions and thus abstract from FBTC.
While the introduction of a difficulty in reallocating labor across sectors improves significantly the
performance of the model, columns 5 and 6 allow us to gauge the extent to which different values for
€ affect differently '"High mobility’ and ’Low mobility’ economies. As shown analytically in Appendix
0.1, a rise in the degree of labor mobility exerts two opposite effects on sectoral labor shares: while
workers are more willing to shift across sectors, the relative price of non-tradables appreciates less
which mitigates the incentive for labor reallocation. We find numerically that raising the elasticity
of labor supply across sectors, €, from 0.22 to 3.2 amplifies the decline in the labor share of tradables
and thus the increase the share of non-tradables in labor. Quantitatively, the increase in v™% in
"High mobility’ economies is more than three-fold that obtained in the group of low mobility.

Columns 8 and 9 display results for two restricted versions of the model. In both cases we
assume Cobb-Douglas production functions and thus the results are comparable with those shown
in column 4. While in column 8, we allow for endogenous TOT but abstract from capital adjustment
costs (k = 0), in column 9, we allow for capital adjustment costs but impose exogenous TOT by
considering a small open economy. As it stands out, capital adjustment costs do not play a key role
in allowing the model to match the evidence, as can be seen by contrasting the results shown in
column 9 with those displayed in column 4 where we consider Cobb-Douglas production functions.
On the contrary endogenous TOT play a pivotal role (column 8) since imposing exogenous TOT
leads the model to considerably overstate the shift of labor across sectors.

Columns 10-13 show results from a model imposing perfect mobility of labor across sectors.
Column 10-11 show results when allowing for CES production functions while column 11 further
assumes FBTC. The last two columns show results when we impose Cobb-Douglas production
functions. We further restrict the model in column 13 by imposing exogenous TOT. Overall, across
all scenarios, the model imposing perfect mobility of labor substantially overstates the reallocation
of labor toward the non-traded sector, even when we allow for endogenous TOT and FBTC (i.e.,
column 10).

Q.2 Cross-Country Analysis

In this subsection, we provide additional numerical results which are not included in the
main text for reasons of space. Before discussing the results, let us mention that there
exists a linear mapping between the response of the ratio of labor to capital income share,
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A . . aJ .
denoted by S57(t), and the response of the LIS, &/ (¢), since S7(t) = % where 1 — 7 is
the capital income share in sector j averaged over 1970-2013 for each country in our sample
(except Japan: 1974-2013).

Q.2.1 Technology Frontier

Fig. 31 plots impact (fist column) and long-run changes (second column) in labor efficiency
on the horizontal axis against capital efficiency on the vertical axis in the traded (first row)
and non-traded sector (second row). Following a technology shock biased toward tradables
of 1%, TFP in the traded sector increases so that the technology frontier for tradables moves
away from the origin and within each country. Traded firms must choose new levels for labor
and capital efficiency, i.e., (47, B’), along the technology frontier. Each square in Fig. 31(b)
represents this choice for each country and thus allows us to plot a trend line which describes
the world technology frontier for tradables in the long-run. Along this world technology
frontier, we identify four situations. Firms can choose to increase capital relative to labor
efficiency by such an amount that the latter declines, like Japan, the Netherlands, Norway,
Spain, the U.K., the United States (see the north-western part of Fig. 31(b)). Conversely,
firms can choose to reduce B7/A7 to an extent that results in a decline in capital efficiency,
such as in Belgium, Denmark, Finland, France, Germany (see the south-eastern part of
Fig. 31(b)). Between these two extremes, some OECD countries choose to increase both
capital and labor efficiency, the rise in the former being larger or smaller than the latter.
Australia, Canada, Italy, and Sweden raises B’ /A7 whilst Austria and Ireland lower relative
capital efficiency. While the same picture emerges for the non-traded sector as can be seen
in Fig. 31(d), non-traded TFP declines and thus the technology frontier moves downward.
The reason is that we normalize the productivity differential between tradables and non-
tradables to 1% and data suggest that such a productivity differential can be achieved
only by lowering Z~. The world technology frontier for non-tradables indicates that in
twelve out the seventeen countries, non-traded firms decide to increase capital relative to
labor efficiency. This rise in BY /A" is pronounced in Belgium and Germany (because
o7 is close to 1), and to a lesser extent in Canada, France and the United States as labor
efficiency declines whilst capital efficiency increases. Since recovering time series for capital-
and labor-augmenting technological change involves the elasticity of substitution between

capital and labor, i.e., (31 (t) — Aj(t)> = o G (t) — ki(t), when o7 takes values close to

1—0J

175
very high values for BJ(t) — A7(t) for these two economies for j = N. Conversely, only
a few countries such as Denmark, Italy, Norway, Sweden decide to lower capital efficiency
while increasing labor efficiency. Other countries such as Austria lower AN and BY while
BN /AN increases. By contrast, the U.K lowers labor and capital efficiency and reduces

BN /AN,

one, such as for Belgium and Germany, the ratio takes large values which results in

Q.2.2 Responses of LIS across Countries: Model vs. Data

In the main text, we infer changes in labor and capital efficiency following a productivity
differential between tradables and non-tradables of 1% in the long-run, i.e., A7(t) and B?(t),
by using eqs. (39a)-(39b). More precisely, we determine the shifts in A7(t) and B’(t) along
the optimal technology frontier (28) which are consistent with the equality between the

) J
ratio of labor to capital income share for country i at time ¢, i.e., SJ, = lsL’j” , and the
—S8

B R
Vi /L,
TR
plug responses of TFP, LIS, and the capital-labor ratio in sector j estimated empirically
into (39a)-(39b), at first sight, our model should be able to reproduce perfectly well the
responses of S’ estimated empirically. However, we have to bear in mind that changes in A’
and BJ also impinge on PH and PN which in turn have a feedback effect on k7 and s7 since
we consider a general equilibrium model. Moreover, there is some uncertainty regarding

the response of k7 whose construction requires a number of assumptions. We thus contrast

ratio of the elasticity of output w.r.t. labor to that w.r.t. capital, i.e. Because we
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Figure 31: Technology Frontier in the Home-Produced Traded Goods and Non-Traded
Goods Sector. Notes: Figure 31 plots impact (i.e., at time ¢ = 0) and long-run (i.e., at time ¢ = 10) changes
in labor and capital efficiency in sector j on the horizontal and the vertical axis, respectively. Changes in AJ (t) and
Bi(t) in percentage from initial steady-state are computed numerically by using egs. (39a)-(39b).
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Figure 32: Numerically vs. Empirically Estimated Responses of Ratio of Labor to Capital
Income Share. Notes: Fig. 32 contrasts numerically computed with empirically estimated responses of the ratio

. J
of the labor to capital income share, S7 = ISL]- , on impact (i.e., at time ¢ = 0) and in the long-run (i.e., at time
—8

t = 10). Numerically computed responses of LIS in sector j are those obtained by calibrating and simulating the
semi-small open economy model with imperfect mobility of labor and CES production functions given shocks to B’
and A7 in sector j derived from (39a)-(39b). Empirical responses of LIS are obtained by estimating a VAR model

which reads as follows |Z;¢, §JL it l%ft] Sample: annual Data, 17 OECD countries, 1970-2013.

in Fig. 32 the response of S’ estimated empirically with that computed numerically when
we simulate the semi-small open economy model laid out in section 3 while changes in A7
and B are calibrated by plugging estimated values for o/ and estimated responses from
the VAR model for Z7, k7, s into eqs. (39a)-(39Db).

In Fig. 32, we plot estimated responses of S7 in sector j from the VAR model (vertical
axis) against numerically computed responses of S’ (horizontal axis). While the first row
shows impact responses (i.e., at time ¢ = 0), long-run responses (i.e., at time ¢ = 10) are
displayed in the second row. Strikingly, as can be seen in Fig. 32(a)-32(b), the model
reproduces very well the responses of the LIS on impact in both sectors, the correlation
coefficient being equal to 0.99 for tradables and 0.94 non-tradables as well. In the long-
run, the correlation coefficient is lower at 0.93 for tradables and 0.80 for non-tradables.
For tradables, our model has some difficulty to replicate the response of S for Austria
at t = 10. Turning to non-tradables, the model has some difficulties to account for the
responses for Japan at ¢ = 10 and Ireland at any horizon. With the exception of these
countries (mostly in the long-run), our model does a good job in replicating the evidence
for redistributive effects.
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Figure 33: Cross-Country Relationship from Simulated Responses vs. Cross-Country Re-
lationship from VAR Estimates. Notes: Fig. 33 plots impact and long-run responses of LIS responses in
the traded and the non-traded sector against FBTC following a 1% permanent increase in the relative productivity of
tradables. Horizontal axes report numerical and empirical estimates of FBTC. Vertical axes report responses of LIS
from the baseline model (black squares) and the VAR model (blue circles). The solid blue line shows the cross-country
relationship from VAR estimates whilst the solid black line displays the cross-country relationship from numerical
estimates. Time series for FBTC are constructed by using (79) and responses of FBTC are estimated empirically by

running a simple VAR model [Ziz, FBTCit} for one country at time; responses of LIS are obtained by estimating
a VAR model which reads as follows [ZA“,L%JL it l%zt} The system consisting of (39a)-(39b) enable us to compute

numerically FBTC as shocks to A7 and BJ consistent with empirical responses of ZJ, s]L and kJ and making use
of panel data estimates of o7 taken from columns 17 and 18 of Table 6. Numerically computed responses of LIS in

sector j are those obtained by calibrating and simulating the semi-small open economy model with IML and CES
production functions given shocks to B7 and AJ in sector j.

Q.2.3 Cross-Country Relationship between LIS and FBTC: Model vs. Data
for Long-run Responses

In the main text, we contrast empirical with numerical estimates of impact responses of LIS
by considering alternatively a model imposing HNTC or a model allowing for FBTC. In
Fig 33, we plot impact and long-run responses of LIS on the vertical axis against responses
of FBTC on the horizontal axis. Simulated responses are shown in black squares while
empirical responses are displayed in blue circles. We restrict attention to the baseline
model which allows for FBTC. The conclusion that emerges is that the model can produce
a positive cross-country relationship shown in the black line which is similar to that found
in the data shown in the blue line at any horizon and in both sectors.

Q.2.4 Deviation from Hicks-Neutral Technological Change in the Long-Run

In the main text, to save space, we restrict attention to impact effects and plot the measure
of the deviation from HNTC (82) estimated empirically (on the horizontal axis) against the
measure estimated numerically (on the vertical axis). The left panel of Fig. 34 contrasts
empirical with numerical estimates of (82) in the long-run (i.e., ¢ = 10) when we allow for
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Figure 34: Deviation from Hicks-Neutral Technology Shocks: Data vs. Model. Notes: In Fig.
13, we investigate whether in countries where technology shifts are biased toward capital, capital intensive industries
contribute more to TFP changes in the long-run. To perform this investigation, we compute a measure of the deviation
from Hicks neutral technological change. This index is a weighted average of TFP shocks within each industry which
are weighted by the valued added share of this industry along with the difference between this industry’s capital income
share and average capital income share. Drawing on Acemoglu’s [2003] model, capital- (labor-) intensive industries
perform capital- (labor-) augmenting technological change. In this setup, if capital income shares were equal across
industries, then technological change should be Hicks-neutral. On the horizontal axis, we report estimated values
of our measure of deviation from Hicks neutral technological change. When this measure takes positive (negative)
values, technology shocks are biased toward capital (labor). Then, we compute the same measure numerically which
is shown on the vertical axis.

two lags in the VAR model while the right panel compares both measures by allowing for
one lag. Like for impact responses, we find that countries where capital relative to labor
efficiency increases are those where capital-intensive industries contribute more to traded
TFP shifts. More specifically, economies which lie in the south-west are those where TFP
gains are concentrated toward labor-intensive industries and these countries experience
an increase in labor relative to capital efficiency. Conversely, countries which lie in the
north-east are those where TFP shifts are concentrated toward capital-intensive industries
(horizontal axis) and these economies experience an increase in capital relative to labor
efficiency (vertical axis).

R Semi-Small Open Economy Model

This Appendix puts forward an open economy version of the neoclassical model with trad-
ables and non-tradables, imperfect mobility of labor across sectors, capital adjustment costs
and endogenous terms of trade. This section illustrates in detail the steps we follow in solv-
ing this model. We assume that production functions take a Cobb-Douglas form since this
economy is the reference model for our calibration as we normalize CES productions by
assuming that the initial steady state of the Cobb-Douglas economy is the normalization
point.

Households supply labor, L, and must decide on the allocation of total hours worked
between the traded sector, L¥, and the non-traded sector, L. They consume both traded,
CT, and non-traded goods, CV. Traded goods are a composite of home-produced traded
goods, CH, and foreign-produced foreign (i.e., imported) goods, C¥. Households also
choose investment which is produced using inputs of the traded, J”, and the non-traded
good, JV. As for consumption, input of the traded good is a composite of home-produced
traded goods, JH, and foreign imported goods, J¥. The numeraire is the foreign good
whose price, PF, is thus normalized to one.

R.1 Households

At each instant of time, the representative household consumes traded and non-traded
goods denoted by CT and C¥, respectively, which are aggregated by means of a CES
function:

¢
9—1 1 =1 | ¢—1
)

C=|ps (CT) 7 + (1) (CN) ¢ , (211)
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where 0 < ¢ < 1 is the weight of the traded good in the overall consumption bundle and ¢
corresponds to the elasticity of substitution between traded goods and non-traded goods.
The index C7 is defined as a CES aggregator of home-produced traded goods, C¥, and
foreign-produced traded goods, C*":

_P
p=1| p—1
P

CT = | (o™ (C") 7 + (1 pn)? (CF) , (212)

where 0 < g < 1 is the weight of the home-produced traded good in the overall traded
consumption bundle and p corresponds to the elasticity of substitution between home-
produced traded goods goods and foreign-produced traded goods.

As in De Cordoba and Kehoe [2000], the investment good is produced using inputs of
the traded good and the non-traded good according to a constant-returns-to-scale function
which is assumed to take a CES form:

(=0 (JN)

¢
(i ¢‘,1] éy-1 (213)

J = [wl.f (J7)

where ¢ is the weight of the investment traded input (0 < ¢ < 1) and ¢; corresponds to
the elasticity of substitution in investment between traded and non-traded inputs. The
index J7 is defined as a CES aggregator of home-produced traded inputs, J, and foreign-
produced traded inputs, J":

(214)

Py
py—1 PJ1:| py—1
)

37 = e 5 4 1y (1)

where 0 < 1y < 1 is the weight of the home-produced traded in input in the overall traded
investment bundle and pj corresponds to the elasticity of substitution between home- and
foreign-produced traded inputs.

Following Horvath [2000], we assume that hours worked in the traded and the non-
traded sectors are aggregated by means of a CES function:

etl | e+1

L= |97V (LH)#+(1—19)_1/6 20 I (215)

where 0 < ¥ < 1 is the weight of labor supply to the traded sector in the labor index L(.)
and € measures the ease with which hours worked can be substituted for each other and
thereby captures the degree of labor mobility across sectors.

The representative household chooses consumption, decides on labor supply, and invest-
ment that maximizes his/her lifetime utility:

U:/ { L oo - L L(t)H”lL}e_ﬁtdt, (216)
0

1- L 1+ 2L
subject to the flow budget constraint:

N(t) = r*N(t)+R(t) K (t)+W (t) L(t) =T (t)—Po (PT (t), PN (1)) C(t)=Py (PT(t), P (1)) J (1),
(217)
and capital accumulation which evolves as follows:

K(t)=1(t) —6xK(t), (218)

where [ is investment and 0 < dx < 1 is a fixed depreciation rate. The first term on
the RHS of (217) r*N(t) + R(t)K(t) + W (t)L(t) — T'(t) is the representative household’s
real disposable income while the second term on the RHS, i.e., Po (PT(t), PN (t)) C(t) +
Py (PT(t), PN(t)) J(t), corresponds to consumption and investment expenditure including
capital installation costs. More specifically, we assume that capital accumulation is subject
to increasing and convex cost of net investment, I(t) — dx K (t):

Jt)=1I(t)+ ¥ (I(t),K(t)) K(t), (219)
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where W (.) is increasing (i.e., ¥'(.) > 0), convex (i.e., ¥”(.) > 0), is equal to zero at dx (i.e.,
U(0x) = 0), and has first partial derivative equal to zero as well at dx (i.e., ¥/ (0x) = 0).
We suppose the following functional form for the adjustment cost function:

2
U (I(t), K(t)) = g G{% - 5K> . (220)
Using (220), partial derivatives of total investment expenditure are:
aJ(t) I(t)
a0 - 1+/<a<K(t)5K>, (221a)
oJ(t) k(I I(t)
s~ (e ~) (s + o) i

Denoting the co-state variables associated with (217) and (218) by A and @', respectively,
the first-order conditions characterizing the representative household’s optimal plans are:

C(t) = (Pe(t)A) ™79, (222a)

L(t) = (W (A", (222D)

Q(t) = Py(t) [1 + K (II(((% - 5K>] , (222¢)
Aty =x(B—r), (222d)

Q) ="+ 3 @) - { R + P20 (105 =0 ) (e +on) b e220)

and the transversality conditions lim;_., AN (t)e™? = 0 and limy_.o Q(t) K (t)e~ "t = 0; to
derive (222c) and (222e), we used the fact that Q(t) = Q'(t)/A(t).

Given the above consumption indices, we can derive appropriate price indices. With
respect to the general consumption index, we obtain the consumption-based price index
Pe:

1
1— 1— 1—6
Po=[o (P1) 7+ (1) (PY) 7] 77, (223)
where the price index for traded goods is:

1

P = lon (PT)™7 4 (1= pm)] ™. (224)

Given the consumption-based price index (223), the representative household has the
following demand of traded and non-traded goods:

ot =¢ (];Z) - C, (225a)
CN =(1-9) (i:) - C. (225b)

Given the price indices (223) and (224), the representative household has the following
demand of home-produced traded goods and foreign-produced traded goods:

pr\ ~® pHN\ °

cF = <];Z>_¢ (1—on) <;T>_p C. (226b)

As will be useful later, the percentage change in the consumption price index is a
weighted average of percentage changes in the price of traded and non-traded goods in
terms of foreign goods:

Po=acPT + (1 —ac) PV, (227a)
PT = ayPH, (227D)
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where a¢ is the tradable content of overall consumption expenditure and '’ is the home-
produced goods content of consumption expenditure on traded goods:

PT 1-¢
ac =@ <PC) ) (228a)
PN 1-¢
l—ac=(1-¢) (P) : (228D)
c
PH 1-p
ol = oy <PT> , (228¢)
1\
1-aoff =1 —ppn) <PT> . (228d)

Given the CES aggregator functions above, we can derive the appropriate price indices
for investment. With respect to the general investment index, we obtain the investment-
based price index Pj:

1
Py =[e(P)) 4 (=0 (PY)] T, (229)
where the price index for traded goods is:
1
PT = [ (PP (1= )| T (230)

Given the investment-based price index (229), we can derive the demand for inputs of
the traded good and the non-traded good:

(P
= (=L 231
J L <PJ> J, (231a)
N PN —oJ
N=@a-0(=—) (231D)
Py

Given the price indices (229) and (230), we can derive the demand for inputs of home-
produced traded goods and foreign-produced traded goods:

pT —¢J pHN\ ~P7
JH =, (J> A <> J, (232a)
Py PT

F P} 0 H 1 P
JT =1 = 1—1¢ — J. 232b
(%) a-m (PJT) (2321)

As will be useful later, the percentage change in the investment price index is a weighted
average of percentage changes in the price of traded and non-traded inputs in terms of
foreign inputs:

pjzajpf+(1—aj)pN, (233&)
PT =l pH, (233b)

where «; is the tradable content of overall investment expenditure and 0451 is the home-
produced goods content of investment expenditure on traded goods:

Pf 1-¢;
= — 234
oy =1 <PJ) , (234a)
PN 1-9¢,
l—ay=(1-1) () , (234b)
Py
PH 1-pg
H H
OéJ =1 (_Pf) s (234C)
1 1-p;
1-aoff = (1-H) <PT> : (234d)
J



The aggregate wage index, W (t), associated with the labor index defined above (215)
is:

W = [19 (W) 41— v) (WN)EH] - (235)

where W and W are wages paid in the traded and the non-traded sectors, respectively.
Given the aggregate wage index, we can derive the allocation of aggregate labor supply
to the traded and the non-traded sector:

LA =y (WV/[:I)L (236a)
LN =1 -9) <VVV;> L. (236b)

As will be useful later, the percentage change in the aggregate wage index is a weighted
average of percentage changes in sectoral wages:

W=aWl+0—-a) WV, (237)

where a7y, is the tradable content of aggregate labor compensation:

H\ 1+e
ap =19 (MI//V) , (238a)

wN 1+e€
) . (238b)

1_%:(1—0)( -

R.2 Firms

Both the traded and non-traded sectors use physical capital, K7, and labor, L7, according
to constant returns to scale production functions Y7 = ZJFJ (Kj, L ) which are assumed
to take a Cobb-Douglas form:

vi =70 ()" (59)"", j=HN (239)

where 67 is the labor income share in sector j and Z7 corresponds to the total factor
productivity. Both sectors face two cost components: a capital rental cost equal to R, and
a labor cost equal to the wage rate, i.e., W in the traded sector and W in the non-traded
sector.

Both sectors are assumed to be perfectly competitive and thus choose capital and labor
by taking prices as given:

max [/ = max {P/Y? — W/L/ — RK’}. (240)
KJ,LJ Ki,Li
Since capital can move freely between the two sectors, the value of marginal products in
the traded and non-traded sectors equalizes while costly labor mobility implies a wage
differential across sectors:

PHZH (1) (k)" = PNz (1—0V) (5V) " = R, (241a)
pH zHgH (kHY! 70" — i (241D)
PN ZNgN (V) = W (241c)

where k/ = K7 /L7 denotes the capital-labor ratio for sector j = H, N.
The resource constraint for capital is:

K74+ KN = K. (242)
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R.3 Short-Run Solutions

Consumption and Labor

Before linearizing, we have to determine short-run solutions. First-order conditions
(222a) and (222b) can be solved for consumption and aggregate labor supply which of
course must hold at any point of time:

C=Cc(\PY,P"), L=L(\WH W), (243)

with partial derivatives given by
C = —ch\ —ocaca’PH — g (1—ac) PN, (244a)
f)zaLi—i—UL(l —ar) WV + opaWH, (244b)

where we used (237) and (227).
Inserting first the solution for consumption (243) into (225a)-(226b) allows us to solve
for CN, CH, and CF:

cN=cN(\pN, Py, ct=ct(\PY P, ct=ct(\PN,P"), (245

with partial derivatives given by

OV = 6PN + (¢ —oc) Po — o,

= —laco+(1—ac)oc] PN + (¢ — oc) acal PH — o), (246a)
cl = — [p (1—aH) +o(1—ac) aH+acacaH] PH+(1 —ag) (¢ —o0) pN —(&ééb)
CF = o' [p— (1 - ac) —ocac] P + (1 - ac) (¢ — oc) PN — ocA. (246¢)

Inserting first the solution for labor (243) into (236a)-(237) allows us to solve for L
and LV:

L= whtwhy LN =LY A wH wh), (247)

with partial derivatives given by:
L = Je(1—ap) +oral) W — (1 —ar) (e — or) WY + op), (248a)
ﬁN:[eaL+0L (1—aL)] WN—OéL (G—JL>WH+O'L§\. (248b)

Sectoral Wages and Capital-Labor Ratios

Plugging the short-run solutions for L and LY given by (247) into the resource con-
straint for capital (242), the system of four equations consisting of (241a)-(241c) together
with (242) can be solved for sectoral wages W7 and sectoral capital-labor ratios k7. De-
noting by ¢V = KV /K the share of non-traded capital in the aggregate stock of physical
capital and log-differentiating (241a)-(241c) together with (242) yields in matrix form:

—pH oN 0 0 k1
(1—06") 0 -1 0 kN
0 (1=6N) 0 -1 wH
(1-¢M) &N Uyn  Wyn wN
PN _pH _ zH | N
_]SH - ZH
= PN _ N 7 (249)
K — W\
where we set:
H Wi LY Wi
EN LN
N
= X = 2
13 7l (250b)
Uy = (1-&Y)or+&hor =01 (250¢)



The short-run solutions for sectoral wages and capital-labor ratios are:
Wi =wi (\K,PN, PP ZH ZN), K =k (N K,PN, P ZH ZN). (251)

Inserting first sectoral wages (251), sectoral hours worked (247) can be solved as functions
of the shadow value of wealth, the capital stock, the price of non-traded goods in terms of
foreign goods, PN, and the terms of trade:

=1 (\K,PN, PH zH ZN) . (252)

Finally, plugging solutions for sectoral labor (252) and sector capital-labor ratios (251),
production functions (239) can be solved for sectoral value added:

Vi =v7 (N K, PN, P" ZH" ZN) (253)
where oL .y
oA L’ X Ok X
Y =27 — 1—607) —— 254
+X8XLJ+( )anJ’ (254)
where X = \, K, PN, PH 7ZH 7N,
The Return on Domestic Capital, R
The return on domestic capital is:
_pH
R=PHZH (1- 9" (k)" (255)

Inserting first the short-run static solution for the capital-labor ratio k¥ given by (251),
eq. (255) can be solved for the return on domestic capital:

R=R(\K,PN PI Z1 7ZN), (256)
where partial derivatives are
A s okH X
=7’ —— 2
R + EX: X 1T (257)

where X = X\, K, PN PH 7ZH 7N,
Optimal Investment Decision, I/K
Eq. (222¢) can be solved for the investment rate:

I
T v (PI(PgPN)) + 0k, (258)
where .
v()=1 <1§, _ 1> , (259)
with
du(.) 11

v = 90 _EPJ>O? (260a)

ov(.)  1Q aalf

= = 260b
oPH k Py PH <0, (260b)

() 1Q(1-ay)
=5 = p, pv <O (260c)

VpH

UpN

Inserting (258) into (219), investment including capital installation costs can be rewritten
as follows:
I k(I ?
- K|l (L
/ [K T3 <K oK ) ] ’
K
- K [U(.) + o+ 5 (v(.))ﬂ . (261)
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Eq. (261) can be solved for investment including capital installation costs:

J=J(K,Q,PN,P"), (262)
where
oJ J
Tk = 52 = 1o (263a)
Jx = 20 e (4 r0()) > 0 (263D)
X = ax RUX KU(. ,

with X = Q, PH, PV,
Substituting (263) into (231b), (232a), and (232b) allows us to solve for the demand of
non-traded, home-produced traded, and foreign inputs:

JN =JN (K, Q,PN, Py, g =J" (K ,Q, P, PT), J'=J" (K Q,P", PT),
(264)
with partial derivatives given by

JN = —OéJQZ)JpN+¢JC¥J@§pH+j,
_ Q[ +ru())A Q (1+rkv(.))
- 77@ |: J¢J+P7Jf

P,
Q (1+ k()
Py J
JH = —[ps(1—=a)+alo;(1—ap)] PP +¢;(1—ays) PV +J,
)

- _{[pJ(l_aJ +alos(1—ay)] +aJa§me'M}pH

(1— OéJ)] P

+ ajaf P J— ]PH +K, (265a)

Py J

+ (1-ay) [%_gm;v(.))] PN+](;2J(1+§U(‘))C)+K (265b)

JF = a?[pj—¢J(1—aJ)}PH+¢J(1—CKJ)PN‘i‘j,

= Q{TJ{[/}J_QSJ (1—Oéj)] —ajlg](l—i_:‘;v('))}pH

(1 —ay) [qu - 13,(1 +;”('))] PN+ gj(l +§v('))c§ +K, (265¢)

where use has been made of (263), i.e

J = K+§JWQ—§]W(1—%)16N
o QR
WP T '

R.4 Market Clearing Conditions

Finally, we have to solve for the relative price of non-traded goods and the terms of trade.
Market Clearing Condition for Non-Tradables
The role of the price of non-tradables in terms of foreign goods is to clear the non-traded
goods market:
N=cN iy ahN 4 JV. (266)

Inserting solutions for CV, JV, YN given by (245), (262), (253), respectively, the non-
traded goods market clearing condition (266) can be rewritten as follows:

YN\ K, PN PR ZH ZN) = oN (X, PN, PH) + GN + N (267)
Eq. (267) can be solved for the relative price of non-tradables:

PN =9V (K,Q,P", Zz" ZN ), (268)
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with partial derivatives given by:

ow (VY —Jf)

o = - aAv <0, (269a)
ouN Jy
N _ _7Q
N N N
Uy = ov™ __ (Yphn = Cpn = Jpn) >0 (269c¢)
OPH AN ’
ouN YN,
N
\Isz == 627[{ = —ﬁ > 0, (269d)
ouN YN
N
\PzN = 6Z7N = —ﬁ < 0, (2696)
where we set
AN = (YD — CNy — JPx) > 0. (270)

Market Clearing Condition for Home-Produced Traded Goods
The role of the price of home-produced goods in terms of foreign-produced goods or the
terms of trade is to clear the home-produced traded goods market:

v =cf g+ J" + XH, (271)
where X stands for exports which are negatively related to the terms of trade:
XH =y (PH) X (272)

where ¢x is the elasticity of exports with respect to the terms of trade.
Inserting solutions for C*, JH Y given by (245), (262), (253), respectively, the traded
goods market clearing condition (271) can be rewritten as follows:

YA (N K, PN, PE ZH ZV) = o (A, PV, PP + GH + JH + XH (PH). (273)
Eq. (273) can be solved for the terms of trade:
P =9 (K,Q,PN,z" ZN ), (274)

with partial derivatives given by:

ovH yH - JH
Vi = :—(KAH K)<o, (275a)
owt  J4
g - 2 _ Q@ 2
0 80 AT > 0, (275b)
8\I/H YH _ CH _ JH
vl = _ v = Cpv = Jpi) >0, (275¢)
OPN N
owt Y2
out Y
H
\IJZN = 8Z7N = —ﬁ > 0, (275@)
where we set
AT = (Y, — Ofu — Jhu — Xfu) > 0, (276)

H
where XgH = g);ﬁ <0.

R.5 Solving the Model

In our model, there are three state variables, namely K, ZH, ZV_ and one control variable,
Q. To solve the model, we have to express all variables in terms of state and control
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variables. Plugging first eq. (274) into (268) allows us to solve for the relative price of
non-tradables: B
PN =PV (K,Q,z",ZN N, (277)

where partial derivatives (with respect to X = K, Q, Z#, ZV) are given by

N R S 7T

=% T AV e, e (278)
with Pg <0, PY" >0, P}, 20, P}y <O0.
Plugging first eq. (277) into (274) allows us to solve for the terms of trade:
Pt =pH(K,Q,z",ZN N, (279)
where partial derivatives (with respect to X = K, Q, Z, ZV) are given by
Pl = 881;1 = vl + ol PY, (280)

with P{/ <0, PY >0, Pll; <0, P}y 0.

Substituting solutions for the relative price of non-tradables (277) and the terms of trade
(279) into solutions for consumption (245), sectoral output (253), the return on domestic
capital (256), and the optimal investment decision (258) yields:

Cl =07 (K,Q,z",ZN .\, (281a)
Vi =Y’ (K,Q,z",ZN N, (281b)
R=R(K,Q,z",Z" X), (281c)
v=uv(K,Q,Z",Z" )N). (281d)

Remembering that the non-traded input J~ used to produce the capital good is equal
—9.
to (1—1¢) (%) " (see eq. (231b)) with J =T + & (£ — 5K)2K, using the fact that

JN =YN —ON — G and inserting I = K + 8k, the capital accumulation equation reads
as follows:

) N _ AN _ AN 2
oY -C -G H<I >K (282)

()

K
Inserting short-run solutions for non-traded output (281b) and for consumption in non-
tradables (281a), substituting optimal investment decision (281d) into the physical capital
accumulation equation (282), and plugging the short-run solution for the return on domestic
capital (281c¢) into the dynamic equation for the shadow value of capital stock (222e), the
dynamic system reads as follows:53

YN (K,Q,z%,ZN) - N (K,Q,z",ZN) — GN

K=7(KQ,z" 2") = p() %
(=) { mprorbe )

K Q 2
kg g e
O=%(K,Q,z2%.2Y) = (" +0k)Q - [R(K,Q,ZH,ZN)
+P; [PH (), PN ()] gv(.) (v(.) + 20K) } (283b)

where PV (.) and P (.) are given by (277) and (279).
To facilitate the linearization, it is useful to break down the capital accumulation into
two components:

- k(1 2

53We omit the shadow value of wealth from short-run solutions for clarity purposes as A remains constant
over time.
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The first component is J. Using the fact that J = (ﬁjvw] and log-linearizing gives:
(1=¢) Py

j:jN+¢JaJPN—¢JOéJO[5{PH (285)

where we used the fact that P; = agof PP 4 (1 — ay) PN, Using (284) and the fact that
JVN =YN — ON — GV linearizing (284) in the neighborhood of the steady-state gives:

K = JiN [dY N (t) —dCN (t)] + gszPiNa 7dPN(t)
& J%a gatdPH (t) — ScdK (1), (286)

where J = [ = g K in the long-run.

As will be useful, let us denote by Tg, T, and Y, the partial derivatives evaluated
at the steady-state of the capital accumulation equation w.r.t. K, Q, and Z7, respectively.
Using (281) and (286), these elements of the Jacobian matrix are given by:

oK J Py PY
oK J Py Pj

To = S = 00 ) basent (o) 20 e
oK J Py Py

T, = aZj:ﬂ(yg_cgj)+aj¢JJ<P%;—a§P§;>, (287c)

where J = g K in the long run.

Let us denote by Xk, Y@, and Y 4; the partial derivatives evaluated at the steady-state
of the dynamic equation for the marginal value of an additional unit of capital w.r.t. K,
Q, and Z7, respectively:

2Q

Yk = 3K —Ryg — Prrugdg > 0, (288a)
0Q _ . .

Yo = 70 = (1" + k) — Pyrugdx = 1" > 0, (288b)
o

Y, = ng — —Ry; — Prrvy;dx. (288¢)

Assuming that the saddle-path stability condition is fulfilled, and denoting the negative
eigenvalue by v; and the positive eigenvalue by v, the general solutions for K and @ are:

K(t) — K = D"t 4+ Dye”?,  Q(t) — Q = wiDie"! + wiDqe?, (289)

where K is the initial capital stock and (1, w%)/ is the eigenvector associated with eigenvalue
Vi
V; — TK

wh = T

(290)

Because v1 < 0, Tg > 0 and Tg > 0, we have ws < 0, regardless of sectoral capital
intensities, which implies that the shadow value of investment and the stock physical capital
move in opposite direction along a stable path (i.e., Do = 0).

R.6 Current Account Equation and Intertemporal Solvency Condition

To determine the current account equation, we use the following identities and properties:

PoC = PHCH 4 cF  pNOY, (291a)

P;J=PHJH + JF 4 PN N (291b)

T=G=PigH +GF + PNGY, (291c)

WL+ RK = (WL + RK™) + (WNLN + RKY) = PPYH 4+ PNYN, (291d)

134



where (291d) follows from Euler theorem. Using (291d), inserting (291a)-(291c) into (217)
and invoking market clearing conditions for non-traded goods (266) and home-produced
traded goods (271) yields:

N = »N4+PHYH _cH gl i)y —(cF + JF +GF),
= N+ PIXH - MF, (292)

where X = YH — CcH — GH — JH stands for exports of home goods and we denote by
M¥ imports of foreign consumption and investment goods:

MEF=cF +GF + JF. (293)

Substituting first solutions for P and P¥ given by (277) and (279), respectively, into
(264) and (272) allows us to express the demand for input of foreign-produced traded goods,
J¥ . and exports of home goods, X

JE =T (K,Q,z",ZN ) )N), (294a)

X" =x"(K,Q,z",ZN )). (294b)

Inserting (294a)-(294b) into(292) allows us to write the current account equation as follows:
N = r"N+E2(K,Q,z%,zV),

"N+ P"(K,Q,z", zN) X" (K,Q,z",ZN) — M¥ (K,Q,Z",Z") . (295)

Let us denote by Zf, Zg, and Zy; the partial derivatives evaluated at the steady-state of
the dynamic equation for the current account w.r.t. K, Q, and Z7, respectively:

ON
Sk = p=0- ox) X" P — M, (296a)
_ ON
20 = 55° (1—¢x) X" PY — Mp, (296b)
_ ON
Bz = g =0- ox) XHPE — ME,. (296¢)

where we used the fact that P X = py (PH)I%)X (see eq. (272)).

Linearizing (295) in the neighborhood of the steady-state, making use of (296a) and
(296Db), inserting solutions for K (t) and Q(t) given by (289) and solving yields the general
solution for the net foreign asset position:

N({t)=N + [(NO _ N) —u,D, — \IJQDQ] ¢ £ U, Dyet + Wy Dye??t (297)
where NNy is the initial stock of traded bonds and we set

E;, = Eg+Equl, (298a)
E.
U, = - (298Db)

I/Z‘—T’*.

Invoking the transversality condition leads to the linearized version of the nations’s
intertemporal solvency condition:

N—Ny=1, (f( - KO) , (299)

where K is the initial stock of physical capital.
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R.7 Derivation of the Accumulation Equation of Non Human Wealth

Remembering that the stock of financial wealth A(t) is equal to N (t) 4+ Q(t) K (t), differenti-
ating w.r.t. time, i.e., A(t) = N(t) + Q(t)K (t) + Q(t)K (t), plugging the dynamic equation
for the marginal value of capital (222e¢), inserting the accumulation equations for physical
capital (218) and traded bonds (217), yields the accumulation equation for the stock of
financial wealth or the dynamic equation for private savings:

A(t) = 7" A(t) + W()L(t) — T(t) — Po(t)C(2). (300)

where we assume that the government levies lump-sum taxes, T, to finance purchases of

foreign-produced, home-produced and non-traded goods, i.e., T = G = (GF + PH()GH + PN(.)GN).
We first determine short-run solutions for aggregate labor supply and aggregate wage

index. Inserting first short-run solutions for the relative price of non-tradables (277)

and the terms of trade (279) into (235) allows us to solve for sectoral wages, W/ =

Wi(K,Q,z" ,ZN X). Then inserting sectoral wages into (235) and (243) allows us to

solve for aggregate wage, aggregate labor supply and consumption:

W=w(K,Q,z" zZ" X, (301a)
L=1L(KQ.,z" zN ), (301b)
C=0C(K,Q,z" zZ")N). (301c)

Inserting short-run solutions for the relative price of non-tradables (277) and the terms of
trade (279) into (235) into (223) and (291c) allows us to solve for the consumption price
index and government spending;:

G=G(K,Q,z",Z" )N, (302a)
Po =P (K,Q,z",ZN ), (302b)

where partial derivatives are Gx = PAGH? + PYGN with X = K,Q,Z7 (j = H,N) and

oP P P
TXC - acaHP—gP)Ig +(1—ac) Pi]CVP)f(V, (303)

with X = K,Q, Z7
Inserting (301a)-(301c) into (292) allows us to write the current account equation as
follows:

A = rA+A(KQ 2z, ZY),
= rA+W (K, Q,z",Z")L(K,Q,z",Z") - G (K,Q,z",Z")
— Pc[PT(),PY()]C (K Q 2", Z7), (304)
where PN and PH are given by (277) and (279), respectively.

Let us denote by Ax, Ag, and Ay; the partial derivatives evaluated at the steady-state
of the dynamic equation for the non human wealth w.r.t. K, @), and Z7, respectively:

_ 0A oPc
A = 87K = (WKL + WLK) — Gk — (MC + PCCK> R (305&)
oA dPc
Ao = == L Lo)—Go— | ==C+P,
Q 30 (WoL+WLqg)—Gg ( 30 C+ CCQ) ) (305b)
A OP,
Azj = @ — (szL+Wsz) —sz - <6Z§C+PCCZ]) . (305C)

Linearizing (304) in the neighborhood of the steady-state, making use of (305a) and
(305b), inserting solutions for K (¢) and Q(t) given by (289) and solving yields the general
solution for the stock of non human wealth:

Al = A+ [(Ao - A) ~AD; — AQDQ] ¢t + AyDyet + AgDoet?t, (306)
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where Ag is the initial stock of financial wealth and we set

M; = Ag+ Agul, (307a)
M;
A, = (307b)

Vi —1*

The linearized version of the representative household’s intertemporal solvency condition
is:

A—Ay=A, (f( - KO) , (308)

where Ag is the initial stock of non human wealth.

R.8 The Steady-State

Below, we characterize the whole steady-state and use tilde to denote long-run values.
Setting N = K = Q = 0 into (217), (218) and (222¢), and inserting short-run static
solutions for &V, YN and Y, C7 derived above, the steady-state can be summarized by
four equations:

H

ZH (1 - ¢H) [/gH(KﬁH,PN,ZH,ZN,X)]_ :PJ(PH,PN>(r*+5K), (3092)

vy (KPH,PN,ZH,ZN,S\) =cV (PH,PN,Z\)+(1—aJ)PJ (PH,PN)éKK+GN,

(309b)
y# (K,PH,PN,ZH,ZN,X> =cH (K,Q,ZH,ZNX) + ayoli Py (PH,PN) oK +GH + x1 (PH) ,
(309¢)
P4 PHXH (PH) - MF (R, PH,PY,3) (309d)
N—Ny=10, (K - KO) . (309e)

These five equations jointly determine PV, P# K, N and \.

S Solving for Permanent Technology Shocks

In this section, we provide the main steps for the derivation of formal solutions following a
permanent technology shock biased toward the traded sector.

S.1 Sectoral Technology Shocks

In line with our empirical findings, we assume that total factor productivity in sector j,
Z7(t), evolves according to the following dynamic equation:

Zi(t) =29 + e €t (310)

where Z7 and Zg are the new and initial steady-state values of TFP in sector j; 2/ = Zg z
is a parameter whose significance will be detailed below; &7 is a positive parameter which
governs the speed at which sector 57 TFP converges toward its new long-run level. To be
consistent with our VAR specification, we express (310) in percentage deviation from initial
steady-state:
iy Zi(t) - Z}
Zi(t) = Ma
Z
— Ziyge (311)

where Z7 is the percentage deviation of sector ;> TFP relative to its initial value:

e

] —
7 = 7 (312)



Setting ¢ = 0 into (311) yields:
230y =29 + 5. (313)

Since our VAR evidence indicates that T'FP in both sectors rise initially and increase
monotonically toward their long-run levels, the parameter z7 will take negative values as
Z7 undershoots its state-state value on impact. Differentiating (310) with respect to time
leads to:

Z(t) = —ge e,
S (Zj(t)—Zj), (314)

where & measures the speed at which Z7 closes the gap with its long-run level.

As shown in section E, the 'true’ measure of the technology bias toward tradables is
(zH )"
(ZH (1))
TFP, Z7, so that the labor share-adjusted TFP differential is 1% in the long run:

given by . In the quantitative analysis, we consider permanent changes in sectoral

aZf —pZN = 1% (315)

S.2 Formal Solutions for K(t) and Q(t)

Using (283a), (283b), and (314), the adjustment of the open economy towards the steady-
state is described by a dynamic system which comprises four equations:

K=1 (K( > Q( > ZH< t), 2N (1)), (316a
% (K ( Z7(t), 2N (1)) (
ZH(t) = ( (t) — H) (316¢
2V = €Y (20 - 2V).

The linearized system can be written in a matrix form:

N

K(t) Yk Yo Yyzu Yyw K(t) — I:{
ZEey | | o 0o —¢f 0 A A
ZN(t) 0o 0 0 =N ZN(t) — ZN

where the coefficients of the Jacobian matrix, Tx and Yx with X = K,Q,ZH, ZN are
given by (287) and (288).
Denoting by v; the eigenvalue (with i = 1,2,3,4), the characteristic polynomial is:

(€Y +w) (€ +w) [(W) = vi (T + k) — (Y@¥k + k@) =0, (318)

where Tx 4+ X = r*. The characteristic polynomial has three negative roots and one
postive root:
1/4:—§N<1/3:—§H<1/1<0<r*<1/2, (319)
where inequality ¢V > ¢ follows from the calibration.
We denote by w} the jth element of eigenvector w’ related to eigenvalue v;, calculated as

(vilyxa — J)w® = 0 (where J is the Jacobian matrix given by (317)). The general solution
that characterize the adjustment toward the new steady-state can be written as follows:

4
—K =) wiDie", (320a)
=1
— Q=) whD;e", (320b)
ZH(t) — Z1 = Dgevst, (320c)
ZN(t) = ZN = Dye™, (320d)
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where we normalized wi, w?, w3, and wfi to 1. To allow the dynamic system to converge
toward the new long-run equilibrium, we eliminate explosive paths and set Dy = 0. D; is
an arbitrary constant which is determined by initial conditions:

K(0) — K = Dy 4 wi{D3 + wiDy, (321a)
ZH(0) - Z7 = D3 = 2H, (321b)
zZN0) - ZN = Dy = 2V, (321c)

where K (0) = Ky is the initial capital stock, Z(0) = ZI and ZN(0) = ZY are initial
sectoral TFP; setting ¢ = 0 into (310) and using (321a), we thus have

D) =Ky— K — w32t — w2V, (322a)
D3 = 21 (322b)
Dy =2V, (322¢)

S.3 Formal Solution for the Net Foreign Asset Position, N ()

To determine the formal solution for the net foreign asset position, we first linearize the
current account equation (295) in the neighborhood of the steady-state

N(t) =1 (N(t) - N) +3 =x (X(t) - X) , (323)
X

where X = K,Q,Z",Z", and substitute the solutions for K (¢) and Q(t) along with dy-
namic equations of sectoral TFP described by (320), remembering that Dy = 0:

N(t) = (N(t) - N) + 3 EDiet, (324)
i=1,3,4
where
Ey = Zk + Equs, (325a)
E3 = Egw? + Equs + Ezn, (325D)
E,= EKW% + EQW% + EzN. (325C)

Solving the differential equation (325) for N (t) yields the general solution for the net foreign
asset position:

N(t) - N = (No - N) + Y e et Y dhert, (326)
i=1,3,4 i=1,3,4
where we set <I>§V = T}‘f’_DV‘

Invoking the transve;sality condition, one obtains the ’stable’ solution for the stock of
net foreign assets so that N(t) converges toward its steady-state value NV:

Nit)-N= > @y, (327)
i=1,3,4

Eq. (327) gives the trajectory for N(t) consistent with the intertemporal solvency condition:

N-Ny= > . (328)
i=1,3,4

Differentiating (327) w.r.t. time gives the trajectory for the current account along the
transitional path when sectoral TFP follows the temporal path given by eq. (314):

N(t)=v; Y  ®ye. (329)
i=1,3,4
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S.4 Formal Solution for the Stock of Non Human Wealth, A(?)

To determine the formal solution for the stock of non human wealth, we first linearize the
current account equation (304) in the neighborhood of the steady-state

Alt) =+ (A(t) - ,21) +3 Ax (X(t) - X) : (330)
X

where X = K,Q,Z"  ZN, and substitute the solutions for K (¢) and Q(t) along with dy-
namic equations of sectoral TFP described by (320), remembering that Dy = 0:

At) = (A(t) - 21) + Y MDD, (331)
i=1,3,4
where
My = Ag + Agus, (332a)
Mz = Agw; + Agus + Ayn, (332b)
My = Agw! + Agws + Agw. (332¢)

Solving the differential equation (331) for A(t) yields the general solution for the stock of
non human wealth:

A - A= (A4 -A)+ Y ey et = 3 et (333)
i=1,3,4 i=1,3,4
where we set <I>f4 = %i_l?j.
Invoking the transversality condition, one obtains the ’stable’ solution for the stock of
non human wealth so that A(t) converges toward its steady-state value A:

A)—A= ) e, (334)

Eq. (334) gives the trajectory for A(t) consistent with the intertemporal solvency condition:

A-4p= > @ (335)
i=1,3,4

Differentiating (335) w.r.t. time gives the trajectory for private savings (equal to na-
tional savings as we abstract from public debet) along the transitional path when sectoral
TFP follows the temporal path given by eq. (314):

Aty =v; Y @t (336)
i=1,3,4

S.5 Formal Solution for Q(t)K(t)

To determine the dynamics of investment, we first derive the formal solution for the shadow
value of the capital stock, Q(¢)K(t). We thus linearize Q(t)K (t) in the neighborhood of
the steady-state:

QUK(t) — PK = Py (K(t) — K) + K (Q(t) - K ). (337)

where we used the fact that Q = Py in the long-run. Substitute the solutions for K (t) and
Q(t) along with dynamic equations of sectoral TFP described by (320), remembering that
Dy = 0:
QMK (t) - PyK = ) SiDse", (338)
i=1,3,4
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where S; = Pjw! + Kwi. Totally differentiating (338) w.r.t. time gives the trajectory
for private investment along the transitional path when sectoral TFP follows the temporal
path given by eq. (314):

QUWK(t)=v; > SiDie". (339)

i=1,3,4

Since N(t) = A(t) — Q(t) K (t), we thus have:
N(t) = A(t) - QU)K (1) (340)

where expressions for the current account, national savings and private investment are given

by (329), (336), and (339), respectively.

T Semi-Small Open Economy Model: Centralized Economy

In the main text, we study the competitive equilibrium for the open economy model laid out
in section R. Although one can obtain the competitive equilibrium allocations by solving
a social planner’s problem, we want to emphasize the role of relative prices and stress the
role of FBTC. We show below that the solution for the planner is the same as that for the
decentralized economy.

Consider a social planner who wishes to maximize the welfare of the representative
household. The planner is assumed to have the same form of preferences as the repre-
sentative household. The planner is also constrained by the aggregate resource constraint
specified below. We restrict our attention to the main changes.

A social planner chooses consumption, decides on labor supply, and investment that
maximizes lifetime utility:

U:/ { L ol - +11L(t)1+"1L}eﬁtdt, (341)
0

_ 1
1 oc oL

subject to the flow budget constraint:
N(t) = r*N(t) + PE)YH(t) + PN ()YN(t) — Po(t)C(t) — Pr(t)J(t) — G(t),  (342)
and capital accumulation which evolves as follows:
K(t)=1(t) —dxK(t), (343)

where [ is investment and 0 < §x < 1 is a fixed depreciation rate. We assume that capital
accumulation is subject to increasing and convex cost of net investment:

2
J(t) = I(t) + g <I€((tt)) - 5K> K(t), (344)

where partial derivatives of total investment expenditure are:

aJt) I(t)

2 - 1+K(K(t)—5K), (345a)
aJ(t) k(1) I(t)

IR ‘z(m‘ K) (m”K)’ (345b)

Both the traded and non-traded sectors use physical capital, K7, and labor, L7, according
to constant returns to scale production functions Y7 = Z7FV (KJ, L’ ) which are assumed
to take a Cobb-Douglas form:

vi =2/ ()" (&))", j=HN (346)
The allocation of capital between the two sectors is constrained by:
K+ KN = K. (347)
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We denote the share of traded capital in the aggregate capital stock by ax(t) = % and
thus 1 — ag(t) = I?ES) Since we allow for imperfect mobility of labor across sectors, the

constraint for labor reads:

W()L(t) = W) LH (t) + WN () LN (¢). (348)
: _ WHLY(#)
We denote the labor compensation share of tradables by ay,(t) = WOLD)

Denoting the co-state variables associated with (342) and (343) by A and @', respectively,
the first-order conditions characterizing the social planner’s optimal plans are:

C(t) 76 = Po(t)A, (349a)
L oyH(t)yorL? oYN(t)yoLN

L0 = P0G .+ P gt ary ] G

PH@) oYH(t)  PN(t) oYM (¢) 349
WH(t) OLH(t) ~ WN(t) 9LV (t) (349c)

H N

PH(t) g}i HE?) = pN (t)gli]v((?) = R(t), (349d)
Q(t) = Py(t) [1 + K <II{((tt)) —6 )] : (349e)
NOEPYCETSY (349f)

Q) =+ 3 Q) — { R+ 2o (11 - o) (h +on) b o)

and the transversality conditions lim;_ ..o AN (t)e ™ = 0 and lim;_o Q(t) K (t)e "t = 0; to
derive (349c) and (349e), we used the fact that Q(t) = Q'(¢)/\(t). To get (349¢), we used

N H
the fact that ngEg = —%Nég To get (349d), we used the fact that BKHE g —1. To get

(349¢g), we used the fact that:

oY H(t) OKH (1) PN oY N(t) KN (t)
<)8KH(t) K (t) ()8KN(t) K (t)
= R(t)ax(t) + R(t) (1 — ak(t)) = R(t).

Eq. (349b) can be rewritten as follows:

o OYH w oYy N w
B -
yH 11,74 oY H w
- (350)

LwH{) (t)

the first line, and (349c) which implies that P (¢ )8LN )) PH(t) NEMWED ¢, get the

where we used the fact that L7 (t) = ay W(t) L(t), LN(t) = (1 —ay) V%t) L(t) to get
(¢ SLH(£) WH (7)

second line.
Denoting the capital-labor ratio by k7 = K7 /L7, the macroeconomic equilibrium in the
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centralized economy reads:

C(t) 7¢ = Pe(t)A, (351a)

L(t)7 = AW(t), (351b)

PH(1) gﬁ((g = PH@)ZH ()" (K (1)) = wH (1), (351¢)
PN(t)(m = PV ZN oY (¥ (1) T = wh (1) (351d)

PH)ZH (1) (1 07) (K (1)) """ = PN 2V (1) (1—0V) (KN (1) " = R(t),  (351e)
Qt) = Ps(t) [1 +r (é((tt)) - 5K>] , (351f)

At = A (@ —r"), (351)

Qt) = (r* + 6x) Q(t) — {R(t) + PJ(t)g (II(((% - 5K> (II(((% + 5K> } . (351h)

These conditions (plus transversality conditions) are identical to competitive equilibrium
conditions (222) and (241). We have therefore established that the allocations associated
in a competitive equilibrium are Pareto optimal.

U Semi-Small Open Economy Model with CES Production
Functions

This section extends the model laid out in section R to CES production functions and factor
biased technological change. Since first order conditions from households’ maximization
problem detailed in subsection R.1 remain identical, we do not repeat them and emphasize
the main changes caused by the assumption of CES production functions.

U.1 Firms

Both the traded and non-traded sectors use physical capital, K7, and labor, L7, according
to constant returns to scale production functions which are assumed to take a CES form:
o

Uj—l aj—l oJ—1

Vi= |4 (A7) 7 4 (1—+9) (BIKY) 7 : (352)

where 4/ and 1 — 47 are the weight of labor and capital in the production technology, o7 is
the elasticity of substitution between capital and labor in sector j = H, N, A7 and B’ are
labor- and capital-augmenting efficiency. Both sectors face two cost components: a capital
rental cost equal to R, and a labor cost equal to the wage rate, i.e., W in the traded
sector and W in the non-traded sector.
First-Order Conditions
Both sectors are assumed to be perfectly competitive and thus choose capital and labor
by taking prices as given:
max [/ = max {P'Y? — W/L’ — RK’}. (353)
Ki,Li KJ,Li
Since capital can move freely between the two sectors, the value of marginal products in
the traded and non-traded sectors equalizes while costly labor mobility implies a wage
differential across sectors:

oH N _
PI(1 =) (B (k)77 ()7 = PV (1= 9%) (BY) 0 (6Y) 7T (M) = R,
(354a)
aHf
PHAH (A5 (LH) ™2 (yH) o =y, (354b)
o'N—
PNN (AN) S (IN) oV (yN)oN = W, (354c)



where we denote by k/ = K7 /L7 the capital-labor ratio for sector j = H, N, and ¢/ = Y7 /L’
value added per hours worked described by

yj — (AJ) od (1 _,yj) (Bjkj)T ) (355)
The resource constraint for capital is:
KH + KN =K. (356)

Some Useful Results
Multiplying both sides of (354b)-(354c) by L’ and dividing by sectoral value added leads
to the labor income share:

ojfl

R <AJ> " (357)

y]
Multiplying both sides of (354a) by K7 and dividing by sectoral value added leads to the

capital income share:
aj —1
BikJ ) P

1 - SL (1 - ) < y]
Dividing eq (357) by eq. (358), the ratio of the labor to the capital income share denoted
by S7 =

(358)

reads as follows:

SL

1—z7j

) I BIKI\ i
‘7 pu—
S 1=~ < L > . (359)

Dividing (354b)-(354c) by (354a) leads to a positive relationship between the relative
cost of labor and the capital-labor ratio in sector j:

Wi NG :Y =z K7

— = . . 360

R 1—nJ (AJ> (LJ) (360)
To determine the conditional demands for both inputs, we make use of (360) which leads

to:
’Yj ad Bj 1—07 Wj —od
y— J - RS
oo )@

o\ ol S\ od—1 N
. . 1_7] BJ W37
— J
K = L< ~ ) (Aj> < > : (361Db)

Inserting eq. (361b) (eq. (361a) resp.) in the CES production function and solving for L
(K7 resp.) leads to the conditional demand for labor (capital resp.):

7 =Y7 (Aj)"j_l <‘ij>0 (Xj)ﬁ’ Ki=Y7 (Bj)"j_l (1 ;%7j>g (Xj)l ia . (362)

where X7 is given by:
X7 = ()7 ()7 W) T (=) ()T R (363)
Total cost is equal to the sum of the labor and capital cost:
¢V =W/L? + RKY. (364)

Inserting conditional demand for inputs (361) into total cost (364), we find C7 is homoge-
nous of degree one with respect to the level of production

¢! =JY7, with J:(Xj)ﬁ. (365)
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Using the fact that (¢/) =7 = X7, conditional demand for labor (361a) can be rewritten
as 7 =Y (Aj )0]71 (i) (cj )0] which gives the labor share denoted by sé:

Wi
;WAL (WY i
d=ys =00 () @7 (3664)
. RKJ i [ R\Y i
- == =) () @) (366b)

U.2 Short-Run Solutions

Sectoral Wages and Capital-Labor Ratios

Plugging the short-run solutions for L and LY given by (247) into the resource con-
straint for capital (356), the system of four equations consisting of (354a)-(354c) together
with (356) can be solved for sectoral wages W7 and sectoral capital-labor ratios k7. Log-
differentiating (354a)-(354c) together with (356) yields in matrix form:

H N
() (%) 00\ g
(1—55) 0 1 0 N
ot B k
_ trH
0 (1 ff) 0 -1 w
o WN
b= B T Uy
= () s () - () e () i
N H_ H N _ A
pH (o UQ+SL AH _ (1;{?) BH -
_ O N (367)
P L4 7( - )B
K — W\
where we set:
KHLHE wi  gN LN Wi
U W+ Wl (368a)
K LH K LN
K" KN
\Ilj\ = TUL + ?UL =0y. (368b)

The short-run solutions for sectoral wages and capital-labor ratios are:

Wi =w7i (\ K, PN, PH A" AN BH BN) K =k (\ K,PN,PH A" AN BH BY).

(369)
Inserting first sectoral wages (369), sectoral hours worked (366a) can be solved as functions
of the shadow value of wealth, the capital stock, the price of non-traded goods in terms of
foreign goods, PV, and the terms of trade:

=1 (\ K, PN, P7 A" AN BH BN). (370)
Totally differentiating output per hours worked (355) leads to:
§ = s%flj + (1 - sJL) B+ (1 - SJL) K, (371)

where sji and 1 — 32 are the labor and capital income share, respectively, described by eqgs.
(357)-(358). Plugging solutions for sectoral capital-labor ratios (369) into (371) allows us
to solve for sectoral value added per hours worked:

Using the fact that Y7/ = ¢/ L7, differentiating, inserting (372) and solutions for sectoral
labor (370) and sectoral capital-labor ratios (369), one obtains the solutions for sectoral
value added:

Vi =v7 (\ K,PN, P" A" AN BH BN). (373)
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The Return on Domestic Capital, R
The return on domestic capital is:

aN_1 1

R=PY (1=%) (BY) 7 (k)77 (4V)7F (374)

Differentiating (374) and making use of (371) leads to:

a SN SgAN Sg AN UN _5g AN

Inserting the short-run static solution for the capital-labor ratio kv given by (369), eq.
(374) can be solved for the return on domestic capital:

R=R(\K,PN PH A" AN BH BN). (376)

Market Clearing Condition for Non-Tradables
The role of the price of non-tradables in terms of foreign goods is to clear the non-traded

goods market:
YV =cV +G"N +JV. (377)

Inserting solutions for CV, JN YN given by (245), (262), (373), respectively, the non-
traded goods market clearing condition (377) can be rewritten as follows:

YN (N K, PN, PE AT AN BH BNY = oN (N, PN, PT) + GN + IV (K,Q, PN, PY).

Eq. (378) can be solved for the relative price of non-tradables: )
PN =0V (K,Q,P" A" AN BT BN ), (379)

with partial derivatives given by:

N
N = a;;? _ 0% A_NJK ) <0, (380a)
vy = %V = i?NV >0, (380D)
vy, = gig W= CA%I —Jpn) 0, (380c)
vy = %i]jv = —Zf% >0, (380d)
vl = 88\1;: = —ZJ% <0, (380e)
where we set

AN = (Y — OBy — JPx) > 0. (381)

Market Clearing Condition for Home-Produced Traded Goods
The role of the price of home-produced traded goods in terms of foreign-produced goods
or the terms of trade is to clear the home-produced traded goods market:

v =cH gt 4 g 4 xH (382)
where X stands for exports which are negatively related to the terms of trade:
X =y (PH)™™, (383)

where ¢x is the elasticity of exports with respect to the terms of trade.
Inserting solutions for C*, JH Y given by (245), (262), (373), respectively, the traded
goods market clearing condition (382) can be rewritten as follows:
vH (N K, PN, PP A" AN BH BN) = (X, PN, P?)+G" + 7" (K,Q, PN, PH)+ X" (PH).
(384)
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Eq. (384) can be solved for the terms of trade:
P =9 (K,Q, PN, A" AN BY BN ), (385)
with partial derivatives given by:

ow't (Y — JK)

vl = K~ Al <0, (386a)
vg = a;g = f?; > 0, (386b)
wh, = g]“;fj I (;%V ~Jpn) >0, (386¢)
o = %\fj = _’gf <0, (386d)
vl = %\Ig = —Zf% > 0, (386¢)

where we set

A = (YE, - OBy — JHy — XE) >0, (387)

H
where XgH = % < 0.

U.3 Solving the Model

In our model, there are five state variables, namely K, AZ AN BH BN and one control
variable, Q). To solve the model, we have to express all variables in terms of state and
control variables. Plugging first eq. (385) into (379) allows us to solve for the relative price

of non-tradables:

PN = PN (K,Q, A", AN, B" BN )\,
where partial derivatives (with respect to X = K, Q, Z, Z) are given by

9PN R+ uX, vl

Py = :
X T AN Ul vl

with PRl <0, P) >0, P}, 20, P}y <0.

Plugging first eq. (388) into (385) allows us to solve for the terms of trade:

P = pH (K ,Q, A" AN B" BN ),
where partial derivatives (with respect to X = K, Q, Z, Z) are given by

X_aX_ X PN+ X

with Pl <0, PY >0, P{l; <0, Plly <0 Py 0, Pfly 0.

(388)

(389)

(390)

(391)

Substituting solutions for the relative price of non-tradables (388) and the terms of
trade (390) into solutions for consumption (245), sectoral value added (373), the return on

domestic capital (376), and the optimal investment decision (258) yields:

¢! =07 (K,Q, A" AN BT BN }),

Vi =Y’ (K,Q,A" AN, B" BN ),
R=R(K,Q,A" AN B" BN }),
v=uv(K,Q,A" AN B" BN }).

(392a
(

(392¢
(392

[oN)

Remembering that the non-traded input J~ used to produce the capital good is equal
—¢
to (1 —1¢) <%> T (see eq. (231b)) with J =T+ & (£ — 5K)2K, using the fact that
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JN =YN — N — G and inserting I = K + 8k, the capital accumulation equation reads
as follows:

ao(m) T

Inserting short-run solutions for non-traded output (392b) and for consumption in non-
tradables (392a), substituting optimal investment decision (392d) into the physical capital
accumulation equation (393), and plugging the short-run solution for the return on domestic
capital (392c) into the dynamic equation for the shadow value of capital stock (222e), the

= — ok (393)

) N _ AN _ AN 2
il St < K “(II( >K

dynamic system reads as follows:%4
. YN (K,Q,A" AN BH BN) —CN (K,Q, A" AN, BH BN) —GN
KET(K7Q7AH7ANﬂBH’BN) ( ’Q7 : , 7 ) N(() ’Q’ —d”J ’ 7 )
PN{(.
A= {mrEr o )
K Q 2
At ranoro RUR (3042)
Q=% (K,Q A" AN BY BN) = (7 +55)Q— [R(K,Q,AH,AN,BH,BN)
K
+Py [P (), PN ()] So() (v()20k) |, (394D)

where PV (.) and P (.) are given by (388) and (390).

U.4 Current Account Equation and Intertemporal Solvency Condition

Following the same steps as in subsection R.6, the current account reads as:
N =7r*N+ PEXH _ pF, (395)

where X7 = YH# — CH — GH — JH stands for exports of home goods and we denote by
M¥ imports of foreign consumption and investment goods:

MEF=cF +GF + JF. (396)

Substituting first solutions for PV and P¥ given by (388) and (390), respectively, into
(264) and (383) allows us to express the demand for input of foreign-produced traded goods,
JF, and exports of home goods, X

JE=JF (K,Q, A", AN, BH BN )\, (397a)
X" =x"(K,Q A" AN, BY BN ). (397b)
Inserting (397a)-(397b) into(395) allows us to write the current account equation as follows:
N = r"N+E(K,Q,A" AN B" BN),
= "N+ P (K,Q A", AN, BY BN) x" (K,Q,A" AN B" BY)
~MF (K,Q, A", AN, B BY). (398)
U.5 Dynamics of Factor-Augmenting Efficiency

We further specify a dynamic adjustment for A7(t) and BJ(t) similar to that described by
eq. (311), i.e.,

Al(t) = AV + ale ¢, (399a)
Bi(t) =Bl +be ¢, (399b)

where a/ (/) will take negative values as A7 (B7) undershoots its state-state value on
impact., parameter & measures the speed at which A7 and B’ close the gap with its

54We omit the shadow value of wealth from short-run solutions for clarity purposes as A remains constant
over time.
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respective long-run level; we assume that the speed of adjustment &’ corresponds to the
speed of adjustment of sectoral TFP, Z7; since the paths of factor biased technological
change are expressed in percentage deviation relative to initial steady-state, we have:

oMM BB

A | B} ‘

A=A iy BB
Ay By

) (400a)

Al (t) = : (400b)

where A7 and BJ are the final steady-state levels of labor and capital efficiency.
In percentage deviation relative to initial steady-state, the adjustment in factor-biased
technological change is assumed to be described by the following set of dynamic equations

Aty = AV ade ¥, (401a)
Bi(t) =B/ + ble ¢, (401b)

where a’ = aj/flé and b/ = bj/Bé. Differentiating (401) with respect to time leads to:
Ai(t) = —¢ (Aj(t) - [V') , (402a)

Bi(t) = —¢ (Bj(t) . BJ’) . (402b)

U.6 The Technology Frontier

While we relax the assumption of Hicks-neutral technological change, we have to relate the
changes in labor and capital efficiency, i.e., A7 (t) and Bi (t), respectively, to the percentage
deviation of TFP in sector j, i.e., 77 (t), in order to be consistent with our empirical strategy.
A natural way to map A7 and BJ into Z7 is to assume that besides optimally choosing factor
inputs, firms also optimally choose the production function. Following Caselli and Coleman
[2006] and Caselli [2016], the menu of possible choices of production functions is represented
by a set of possible (47, BY) pairs. These pairs are chosen along the technology frontier
which is assumed to take a Cobb-Douglas form:

(47 () (BI1) Y < Zi(t) (403)

where Z7 > 0 is the height of the technology frontier and o/(t) is a time-varying positive
parameter which determines the weight of labor-augmenting technological change.

Firms choose A7 and B’ along the technology frontier described by eq. (403) that
minimizes the cost function (see (363)-(365)) described by:

. j 1—o7 o 1—0J ﬁ
ﬂt)z[w’)"‘ (o) +a=97 () ] e

subject to (403) which holds as an equality. Differentiating (404) and next (403) to eliminate
BI(t) (keeping Z/ fixed) leads to:

wi(t)

: i\ ol Lo ; oI—1 4 ol 1o g oI—1 s
i) = -0 (Tpur) @O a0 - 0= (F9) T @0y B

o . 1—0J . i .
where we used the fact that (77)0] (‘X;gf) (¢J (t))U] t= s7 (t) (see eq. (366a)), and

(1- jUj(R(t)>1—aj SN — 1 - 366b)). toceth h B () —
" ) Bi(t) (C ( )) = sp,(t) (see eq. ( )), together wi (t) =
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—ﬁ;j flj(t). Setting the above equation to zero to perform the cost minimization and

solving leads to:

o (t) = s, (t), (406)

where Si is described by (357). The intuition behind equality (406) is straightforward.
Firms choose parameters A7 and B7 along the technology frontier described by eq. (403)
that minimizes the unit cost function (404). More specifically, firms intend to choose
the optimal trade-off between A7 and B’ that minimizes ¢/. Variations in A7 and BJ
modify the unit cost for producing in proportion to the share of labor and capital cost in
value added, i.e., ¢ = —siflj — (1 — S]L) BJ. The unit cost for producing is minimized
when the contribution of higher capital efficiency exactly offsets lower labor efficiency, i.e.,
(1 — SJL) Bi = —s%flj . Since along the same technology frontier, a fall in o AV must
be compensated by a rise by (1 — o ) Bi to keep Z7 constant, the optimal trade-off that
minimizes the unit cost is that the weight of capital efficiency 1 — o/ is equivalent to its
contribution to the decline in the unit cost, 1— si. The weight of labor and capital efficiency
into the technology frontier which minimizes the unit cost for producing are thus strictly
equal to the shares of labor and capital cost in value added.

Inserting the optimal choice of (A7, B’) pair along the technology frontier and assuming
that D7 = Z7, one obtains a relationship between total factor productivity and labor- and
capital-augmenting productivity:

Zi(t) = (A9 () (B (1)) 0. (407)

We assume Hicks-neutral technological change at the initial steady-state, i.e., A7 = BJ =
ZJ. Log-linearizing eq. (407) in the neighborhood of the initial steady-state leads to:

mZit) -z = 5, (A -mA)+ (1-5,) (nB() - n B
+in A (s30) ~ 5,0) + By [(1-sh0) — (1-5,)]
- &, (ln Al (t) — 1n216) + (1 - 5”;,0) (1nBj(t) —In BS) v

where the last two terms cancel out as a result of our assumption that initially Al = Bg =
Zé. Denoting by a hat the deviation in percentage from initial steady-state, the above
equation simply reads as follows:

Z9(t) = &, oA (1) + (1 - 5’;0) Bit). (408)

Log-linearizing (359) in the neighborhood of the initial steady-state leads to:

B . J . .

Bj(t) — A(t) = (1 g j> S9(t) — kI (2). (409)
-0

The system consisting of the technology frontier (408) and the demand for

factors of production (409) can be solved for A’(t) and B’(t) which leads to

(39a)-(39b) in the main text.

As shown in section E, the 'true’ measure of the technology bias toward tradables is
(z®)"
Tz
TFP, Z7, so that the labor share-adjusted TFP differential is 1% in the long run:

given by In the quantitative analysis, we consider permanent changes in sectoral

aZf —pZN = 1%, (410)

where Z7 is given by eq. (408).
Graphical Representation of the Technology Frontier
The technology frontier plots the set of labor and capital efficiency in (In A7, In B7)-space
for given Z7. Log-linearizing eq. (403) leads to:
Oln BI(t) ol (t)

A~ 1—ai) ~ (411)
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Raising the weight of labor-augmenting technological change leads to a steeper technology

frontier. The technology frontier has an intercept along the vertical axis of in—zj while an

L

intercept along the horizontal axis of £~ Z]

Totally differentiating the unit cost functlon leads to:

O Bi(t) v N (Wi BN
A @fw> (gm) <0 (412)

The unit cost function is downward-sloping in the (In A7, In B7)-space; the unit cost function
is convex as long as 07 < 1. From the differentiation of the unit cost function, we have:

o= o (W) e (- )
+(1—~)" (;)10] ()" (R-B7), (413)
_— (Wﬂ‘—/ﬁ) (1—5L) (R BJ) (414)

it is straightforward to see that the when ¢/ < 1, a rise in W7 or in R causes the cost
function to shift downward in the (In A7, In B?)-space. In deriving (414), we made use of
(366a)-(366Db).

Firms will choose a (In A7, In BY) pair by equating the slope of the unit cost function to
the slope of the technology frontier, i.e.,

() (o)™ - e
i\ Bi()\ 1 o
@jw)<R&u£D _1—$w
)
(

Si(t) = (415)

where S7 =

stituted (359) to get the last line. According to (415), as production becomes more labor
intensive, i.e., S7 increases, the economy moves along the steeper part of the unit cost for
producing, and it is optimal for firms to increase the weight of labor-augmenting techno-
logical change. Graphically, as the economy , the technology frontier rotates clockwise and
thus firms choose to reduce A7 and increase B7, for given Z7. If we consider an increase in
Z7 associated with a rise in S7, the technology frontier shifts upward and becomes steeper.

(360) to get the second line of (415), and we have sub-

U.7 CES Technology Frontier

In this subsection, we investigate the implications of assuming a more general form for the
technology frontier. As we shall see it, a CES or a Cobb-Douglas form for the technology
frontier leads to the same results for our analysis. We assume that firms in sector j choose
labor and capital efficiency along the technology frontier which is assumed to take a CES
form:

(W) 7+ (1-4) (B0) T <zw, (416)

where Z7 > 0 is the height of the technology frontier, 0 < 7% < 1 is the weight of labor
efficiency in TFP and a]é > 0 corresponds to the elasticity of substitution between labor
and capital efficiency. Performing the minimization of the unit cost for producing (404)
subject to the technology frontier (416) leads to:

crj—l
j i\ 5 j
Tz <A> 7oL (417)
11—~} \BJ 1—s)



ol i 1—0J . oI .
where we used the fact that (/) ’ (VX;((;))) (1)) g s7 (t) (see eq. (366a)), and

. ; 1—0J . i . .
(1- 7])0] (gi(ft))) (¢J (t))gJ - s7 (t) (see eq. (366b)). When o, = 1, eq. (417)

collapses to (406), i.e., v/ = o/ = 5. We explore below the implications of O'jé # 1. As

shall be useful later, we solve eq. (417) for s} :

U‘;‘—l
g o (A7) 7
L - OJZVfl ojzfl,
7 (A0) E 4 (1% ()
AT oI
- %(5) % (415)

where we made use of (416) to obtain the last line.
Log-linearizing (416) in the neighborhood of the initial steady-state and making use of
eq. (418) leads to:

N . A-] UJZ n. . B‘7 0"2 ~ .
J = ~ | 20 J —_ AJ -0 J
2w = (Zé) A+ (1-+) <28> B (1),
= LA+ (1-5,) B ). (419)

Eq. (419) is identical to (408) obtained in the Cobb-Douglas case. Solving eq. (419) and the
log-linearized version of the demand for factors of production (409) leads to the solutions
for A7(t) and BI(t) described by (39a)-(39b) in the main text obtained by assuming a
Cobb-Douglas for the technology frontier.
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