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Abstract

Are formal and informal institutions complementary or substitutable ?

In this article, we argue that formal and informal institutions have a comple-

mentary relationship rather than a substitutable one. We study the possi-

ble complementarity between formal institutions, measured by Institutional

Pro�les Database (IPD), and informal institutions, measured by the World

Value Survey (WVS), by including both into a growth model. Our main

result shows that the interaction e�ect between informal and formal institu-

tions in a country positively impacts growth, which support the hypothesis

of a complementary between both of them.

Keywords: economic growth, formal institutions, informal institutions
JEL Classi�cation: O11, O43
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1 Motivation

In 1957, Germany, the Netherlands, Belgium, France, Italy and Luxembourg signed
the Treaty of Rome. The treaty created a common market between these six coun-
tries, promoting economic growth. European institutions were also introduced: the
European Commission, the Council of Ministers, the Parliamentary Assembly and
the European Court of Justice. In 1973, this common market expanded with the
integration of Denmark, Ireland and the United Kingdom. In 1992, a considerably
bigger European Union (EU), now with 28 member states, emerged with the Maas-
tricht Treaty. Despite a growth rate of 2.44% in 2017 (source: World Bank) and
an average growth rate of 2.71% for the 1961-2017 period, 1 the United Kingdom
intends to leave the EU, a decision colloquially referred to as Brexit.
Many motivating factors for Brexit have been cited: including establishing more
stringent immigration controls, restoring national sovereignty, gaining freedom
from Brussels regulations, etc. The latter motivation re�ects a mismatch between
the EU's rules and institutions and British culture. In e�ect, a con�ict between
formal institutions and culture can have a negative impact on a country's economic
performance (North et al., 2000).
This negative impact on economic performance has been observed in the past in
Latin America, for example. When they became independent in the nineteenth
century, Latin American countries endowed themselves with Constitutions inspired
by the US model, providing for the election of political o�cials, the suppression of
privileges and the establishment of a federal system. The United States and these
countries did share a number of similarities, in that they had been colonized during
the sixteenth and seventeenth centuries by European powers, possessed signi�cant
amounts of natural resources, trading cities and routes, and had declared their
independence during the same historical period (1783 for the United States and
1825 for Latin America). However, the e�ects of formal institutions on economic
performance diverged, yielding political and economic stability in the United States
but political instability and very �uctuating growth in Latin America. Di�erent
cultural heritages may explain these divergent e�ects (North et al., 2000). The
culture of the United States is marked by the importance of freedom, and of
the political and economic rights of individuals. There is a strong con�dence in
individual initiative, private property rights, political freedom and limited public
intervention. On the other hand, the culture of Latin American countries is marked
by a set of rights and privileges granted to certain social groups as well as by a
centralized and interventionist political power (North et al., 2000).
This historical illustration demonstrates the role played by the formal institu-

1Average growth rate calculated by the author with World Bank's data
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tions/culture couple in a country's present and future economic performance.
The links between formal institutions ("rules, laws, contitutions" (North, 1994,
p. 360) ), culture ("norms of behaviour, conventions, self-imposed codes of con-
duct" (North, 1994, p. 360) ), enforcement characteristics and economic growth
were studied theoretically by Douglass North in the late twentieth century. North
showed that formal institutions, culture and enforcement characteristics in�uenced
economic growth (North, 1989). The empirical literature was able to con�rm some
theoretical hypotheses such as (i) the e�ect of formal institutions on economic
growth (Knack and Keefer, 1995) (Keefer and Knack, 1997) (Rodrik, 2000), (ii)
the e�ect of culture on economic growth (Granato et al., 1996) (McCleary and
Barro, 2006a) and (iii) the link between these two variables (Licht et al., 2007)
(Klasing, 2013).
However, in North's theoretical analysis, � it is the admixture of formal rules, in-
formal norms and enforcement characteristics that shapes economic performance�
(North, 1994, p. 366).
Therefore, an institution's e�ect on economic performance would depend on the
other institutions present at the same time (especially cultural). This is called a
relationship of complementarity. The analysis of institutions in terms of comple-
mentarity calls for considering formal institutions and culture concurrently.
However, the complementarity hypothesis has not been genuinely investigated in
the empirical literature. To our knowledge, only one article (Williamson and Math-
ers, 2011) has addressed the question of complementarity and considered the two
variables simultaneously.
Their results show that formal institutions and culture are more substitutable than
complementary. Therefore, in the presence of formal institutions, the impact of
culture on growth is less signi�cant, which contradicts the theory of complementar-
ity. In order to go one step further, we will test this hypothesis of complementarity
in a broader framework, i.e, endogenous growth, over a di�erent period and with
new measures of institutions and culture. Our analysis revisits Williamson and
Mathers' results and allows us to better understand the relationships between
culture, institutions and economic growth.

The paper is structured as follows: in Section 2 we present the main theoretical
background and develop our hypotheses. In Section 3, we provide detail on the
data and variables used for our estimated growth model. In Section 4, we present
our empirical results and their interpretation. Finally, we summarize our main
contributions in the conclusion.
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2 Theoretical background

2.1 Determinants of growth: from exogenous factors to new
variables

In the 1960s, the neo-classical growth models of Ramsey (Ramsey, 1928), Solow
(Solow, 1956) and Swan (Swan, 1956) were predominant in the literature on growth
theories. These models predicted that the lower the initial level of development,
the higher the growth rate.
While interesting in their responses to Harrod's knife-edge equilibrium, these mod-
els were criticized because they assume that growth factors are exogenous. To
remedy this, so-called endogenous growth models emerged.
Endogenous factors include private investment (Romer, 1986), the accumulation
of human capital through the externalities it generates (Lucas, 1988) and public
consumption (Barro, 1990). However, while these theoretical models are interest-
ing to explain growth, the empirical studies have more heterogenous conclusions,
suggesting a missing link akin to X-ine�ciency in Leibenstein's classical study.
The missing link can be institutions, as Rodriguez-Pose suggests in his study of
regional growth (Rodríguez-Pose, 2013).

At the end of the twentieth century, theoretical analyses began to consider insti-
tutions, culture and their links to economic growth (North and Thomas, 1976)
(North, 1990). Douglass North was the �rst to be interested in institutions and
their e�ects on economic growth. He de�ned institutions as follows :

"Institutions are the humanly devised constraints that structure human
interaction. They are made up of formal constraints (e.g., rules, laws,

constitutions), informal constraints (e.g., norms of behaviour, conventions,
self-imposed codes of conduct), and their enforcement characteristics" (North,

1994, p 360)

This de�nition can be broken down as follows, into:

• So-called informal constraints, i.e. "traditions, customs, moral values, re-
ligious beliefs, and all other norms of behavior that have passed the test of
time [and which are] the part of a community's heritage that we call culture"
(Pejovich, 1999, p. 166).

• So-called formal institutions, i.e. "constitutions, statutes, common law and
other governmental regulations" (Pejovich, 1999, p. 167) that determines
political and economic systems.
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• Governance: this includes the implementation of the rules or institutions and
their characteristics.

Theoretically, institutions, such as property rights, will in�uence economic growth
through the incentives they generate (North and Thomas, 1976).
Empirically, Chong and Calderon (Calderón and Chong, 2000), using the causal
analysis method developed by Geweke (Geweke, 1982), highlighted the link be-
tween institutions and economic growth. They also pointed out that the in�uence
of institutions on growth takes times to be visible, unlike the opposite relationship.
So, the longer the waiting time, the stronger the e�ect of institutional reforms on
economic growth will be.
Many studies using other econometric analysis methods, particularly growth model
estimation, con�rmed the causal link between institutions and growth. These
works showed that institutions, represented by property rights and their secu-
rity, have a positive and signi�cant impact on economic performance, particularly
growth (Vijayaraghavan and Ward, 2001) (Knack and Keefer, 1995) (Keefer and
Knack, 1997) (Acemoglu and Johnson, 2003). These studies provide empirical
support for the theoretical analysis proposed by North (North, 1990) and North
and Thomas (North and Thomas, 1976).
Accordingly, our �rst hypothesis will concern the direct links between institutions
and economic growth:

Hypothesis 1.1: Institutions (and their implementation, i.e. governance) have
a positive e�ect on economic growth.

Other empirical studies based on the North-Thomas theory have examined the re-
lationship between political institutions (such as democracy) and economic growth.
Political regimes that promote political participation such as democracy may be
expected to have a positive and signi�cant impact on long-term economic growth
(Rodrik, 2000). However, this relationship between democracy and long-term
growth does not appear to be linear (Henisz, 2000). Henisz also concludes that
political constraints have a positive and signi�cant e�ect on growth in contrast to
constant executive turnover, which has a negative e�ect.
Although various studies con�rm the links between institutions and growth, some
authors question its predominant e�ect. Glaeser, La Porta, Lopez-De-Silanes and
Shleifer (Glaeser et al., 2004) strongly contradict previous studies. Their results
further con�rm growth theories that emphasize the e�ect of human capital through
the externalities it generates rather than those that emphasize the e�ect of institu-
tions. For them, a country will emerge from poverty because of the accumulation
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of human and physical capital allowed by the existing government (often dictator-
ships). When these countries become rich enough, they change their institutions
(and in the process improve their quality), which allows them to generate growth.

Hence, regarding the impact of institutions on growth, two di�erent points of view
coexist in the empirical literature. Yet, a synthesis between these two visions is
possible. As a matter of fact, Lee and Kim (Lee and Kim, 2009) showed that the
e�ect of institutions and human capital on growth varies according to the initial
level of development. For countries with low levels of development, the focus must
�rst be on primary and secondary education as well as on institutions. States with
a high level of development must promote tertiary education and technological
innovation. Finally, Huynh and Jacho-Chavez (Huynh and Jacho-Chávez, 2009)
obtain results con�rming, on the one hand, the hypothesis put forward by Glaeser
and al. (Glaeser et al., 2004) namely that : poor countries grow because of policies
implemented by political authorities (usually dictatorships); and on the other hand
the assumption that institutions and in particular their stability over time have
an impact on economic growth (Rodrik and World Bank, 2006).
It appears, then, that the e�ect of the institutions on economic growth is robust
although it varies according to the country's initial level of development. Therefore,
our second hypothesis:

Hypothesis 1.2: The e�ects of the institutional characteristics of democracies
(like security of property, freedom of press, low intervention on the market)

depend on the country's initial level of development:

• in countries with a higher level of development, institutional characteristics
of democracies will have a positive e�ect on economic growth.

• in countries with a lower level of development, institutional characteristics
of democracies will have a negative e�ect on economic growth, contrary to
the institutional characteristics of dictatorships.

Culture also a�ects economic growth through trust (Francis Fukuyama cited in
(Ramocka, 2010)). Trust will a�ect economic growth while enhancing �rm's abil-
ities to cooperate. In addition, some cultures are considered pro-development
(Mariano Grondona, cited in (Ramocka, 2010)). The pro-development culture is
mainly characterized by individual sel�shness as well as the promotion of private
property which is considered as a natural right. In this type of culture, wealth is a
source of personal satisfaction for the individual and a consequence of his personal
work. This pro-development culture is also characterized by competition and mar-
ket economy. In contrary, cultures seen as anti-development associate wealth with
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fraud, crime or a symbol of power granted by certain authorities. Private property
is not a right and can be prohibited by the authorities (religious authorities for
example).

Empirical literature also studies the links between culture and economic growth.
Some cultural values have a positive e�ect on economic growth while others have
a negative one.
Some religions, particularly Judaism, have a positive impact on economic growth
(McCleary and Barro, 2006b). The underlying mechanisms for this relationship
are the following (Guiso et al., 2006):

• Religion in�uences individuals' preferences, pertaining for instance to sav-
ings. People who practice a religion, especially a monotheistic one, tend to
teach the importance of saving to their children. This is conductive to in-
vestment and economic growth. Empirically, the positive relation between
savings culture and economic growth was highlighted by Granato, Inglehart
and Leblanc (Granato et al., 1996).

• Religion also a�ects the level of trust present in a society. In their articles,
Zak (Knack and Zak, 2001) and Tabellini (Tabellini, 2010) showed that a
high level of con�dence is positively associated with the growth rate.

In addition to the level of trust, Tabellini (Tabellini, 2010) distinguishes three other
cultural traits likely to promote economic growth: 1. the fact that individual e�orts
have paid o� and individuals are free to make their own choices (measured by the
"control" variable), 2. the type of morality (generalized or limited) practiced by
the individual (measured by the "respect" variable) and 3. individual obedience to
norms ("obedience" variable). Taken individually, each cultural trait cited above
has a positive e�ect on growth. The last cultural variable used in Tabellini's paper,
created using these four cultural traits, also has a positive e�ect on economic
growth.
Among the cultural dimensions built by Hofstede2 to measure culture, individual-
ism has a central and robust e�ect on a country's economic growth (Gorodnichenko
and Roland, 2010) (Gorodnichenko and Roland, 2011). However, this conclusion
can be nuanced because economic growth is also promoted by community poli-
cies (Swank, 1996) characterized by collectivism, consensus and consultation, the
opposite of individualism, competition and con�ict, which de�ne individualistic
societies.

2Hofstede distinguishes �ve cultural dimensions : power distance, long-term versus short-term
orientation, uncertainty avoidance, individualism versus collectivism, and masculinity versus
femininity
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Finally, the power distance and the risk-taking dimensions (uncertainty avoidance)
would also promote economic growth (Grenness, 2015). A culture characterized by
risk-taking and meritocracy (which corresponds to a small power distance) would
have a higher growth rate than those without these characteristics.
So, we conclude that the e�ect of culture and cultural traits on economic growth
is robust because it has been highlighted by numerous studies. Then, our second
hypothesis is the following:

Hypothesis 2: Cultures characterized by individualism and meritocracy (low
power distance) have a positive e�ect on economic growth.

2.2 In search of new explanations for growth: the interac-
tions between culture and institutions

The results, con�rming the institution/growth and culture/growth links appear
robust. Nevertheless, they may su�er from an endogeneity bias due to an omit-
ted variable. Indeed, the regressions carried out in the studies mentioned above
consider either culture or institutions. These two variables have a simultaneous
e�ect on economic growth. So, it therefore seems relevant to us to incorporate
both culture and institutions into a growth model.

We must also consider the fact that culture and institutions are interconnected.
Indeed, (formal) institutions are determined by agents who have a certain culture.
Therefore, culture has a direct impact on the creation and establishment of institu-
tions (North, 1990) and vice versa, which means that their relations are bilateral.
However, the causal link from culture to institutions is stronger than the link from
institutions to culture (Pryor, 2007). Hence, based on a case study on East and
West Germany in Autumn 1990, the author concluded that the culture to institu-
tions path is the most signi�cant. Some cultural characteristics are in�uenced by
the economic system, but this causality is weaker.
Other empirical studies have corroborated this result using di�erent measures of
cultural traits. The Hofstede and Schwartz measurements are most used in em-
pirical studies. Hofstede distinguishes �ve cultural dimensions (Hofstede, 2007):
power distance, long-term versus short-term orientation, uncertainty avoidance, in-
dividualism versus collectivism and masculinity versus femininity. As for Schwartz,
he distinguishes seven (Schwartz, 2006): embeddedness, intellectual autonomy,
emotional autonomy, hierarchy, egalitarianism, harmony and mastery. Among
these di�erent dimensions, institutions are mainly a�ected by individualism and
power distance (Gorodnichenko and Roland, 2010) (Klasing, 2013) (Licht et al.,
2007).
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The results of the various studies are homogeneous, and the same cultural traits
are highlighted in most articles. The impact of culture on institutions appears to
be robust.

The second causal link goes from institutions to culture. Empirical results are
less robust for that path. Indeed, Gorodnickenko and Roland (Gorodnichenko
and Roland, 2010) showed that the e�ect of the institutions on culture is small,
while on the contrary Zak and Knack (Knack and Zak, 2001) conclude that the
institutions have a positive and highly signi�cant e�ect on culture. These diverging
conclusions can be explained by the use of di�erent measures of culture in the two
papers.
In conclusion, culture has an important e�ect on institutions; the inverse causal
link exists but to a lesser extent and less systematically.

Finally, Douglass North's theory highlights a complementary link between culture
and institutions, positing that cultural and formal institutions form the institu-
tional matrix which "is characterized by [...] complementarities" (North, 1993,
p. 6). They "are the underlying determinants of economic performance" (North,
1994, p. 359).
Hence, this complementary link, which means that the e�ectiveness of an institu-
tion depends on the other concurrently present institutions, is considered in our
last hypothesis:

Hypothesis 3: Institutions and culture are complementary, i.e. "the presence of
one institution enhances the performance of another" (Aoki, 2001) (Hall and
Soskice, 2001). In our case, this means that culture will increase the e�ect of

institutions on economic growth.

This complementarity hypothesis is seldom integrated in growth models; only
Williamson and Mathers (Williamson and Mathers, 2011) do so. However, while
their results seem to be robust, the variable used to measure economic institu-
tions, i.e. the Economic Freedom of the World by the Fraser Institute, is subject
to criticism because:

• The link between growth and this indicator is not robust (De Haan and
Siermann, 1998).

• The indicator su�ers from subjective biases. For example, it uses the top
marginal tax rate as a measure of the degree of tax progressivity, without
justifying this choice (Heckelman and Stroup, 2000).

In response to such criticisms, we propose to construct a new growth model with
original measures of culture, institutions and their combined e�ects.
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3 Data and Model design

3.1 Data

3.1.1 Measuring institutions

In order to estimate the e�ect of institutions on economic growth, we need to mea-
sure these institutions. This means creating institutional indicators and databases.
To measure institutions, the indicators shall meet the following criteria (Voigt,
2009): (1) investigate a speci�c institution, (2) be objective, and (3) measure
institutions de jure (i.e. the institution's form) and de facto (i.e. the institution's
implementation).
Thus, in view of the criteria cited above, institutional measures widely used in
the empirical literature such as Worldwide Governance Indicators3 (WGI4) do not
measure institutions well.

To measure institutions, we therefore chose to use a database called Institutional
Pro�les Database5 (IPD). Several reasons have in�uenced our choice.
Firstly, the institutional indicators present in this database meet the three criteria
mentioned above.
In addition, this database surveys developing and developed countries, which al-
lows access to a wide variety of institutions and accounts for over 90 % of GDP
and of the world's population.
Then, when we compare the database with the commonly used WGI base, we
notice that the IPD indicator covers a larger institutional �eld. Indeed, the six
indicators6 included in the WGI are strongly correlated with each other and con-
centrated in the same area7 when projected onto the circle of correlations of a
principal component analysis (PCA). The IPD indicators are, on the other hand,
scattered in many directions. This suggests that IPD indicators are better suited
to determining a country's institutional pro�le than the WGI.

Although this database is an excellent alternative to other empirically used databases,

3Indicators produced by the World Bank Institute
4Many articles use this database, for example : (Vijayaraghavan and Ward, 2001), (Licht

et al., 2007),(Kraay and Kaufmann, 2002), (Dollar and Kraay, 2003), (Maseland, 2013).
5For more details on the database construction, questionnaire administration, data collection,

control of responses, the rating system and the aggregation of variables refer to (Bertho, 2013).
6The six indicators are: 1. Voice and Accountability, 2. Political Stability and Absence of

Violence, 3. Government E�ectiveness, 4. Regularity Quality, 5. Rule of Law, 6. Control of
Corruption.

7Appendix 1 includes the IPD and WBI correlations circle.
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it has a substantial number of indicators, 8 which make it unusable in an economet-
ric model. We have accordingly highlighted two indicators9 using a factor analysis.
The factor analysis (PCA10) is used in order to reduce the number of variables and
to build a typology of the various countries according to their institutions.11 The
�rst indicator pertains to governance. The characteristics of "good governance"
are the e�ectiveness of public administrations, the proper application of justice
and low corruption. It is in the negative part of the axis which is exclusively ex-
plained by countries with high human development (measured using the HDI)such
as Germany, Norway or Sweden. The positive part of this axis mainly includes
Zimbabwe, which has low human development. This axis separates two types of
societies :12

• Those with a high level of economic development (measured by GDP), high
life expectancy and a high level of education. They also enjoy a number of
rights, freedom and security.

• Those with a high level of corruption, few rights and little security. They
face arbitrary state violence. They also have high mortality and low literacy
rates.

The second indicator represents the degree of state intervention and control at

8The IPD contained 110 institutional indicators as of 2006, 133 institutional indicators as of
2009 and 130 institutional indicators as of IPD 2012.

9Appendix 2 provides more detail on the analysis
10PCA is part of the multivariate statistics family. It extracts a small number of variables from

a database while summarizing as much information as possible. This objective is to determine
the underlying structure of a database by reducing the initial number of variables to a small
number of factors named principal components. They are independent of each other and limit
the loss of information.

11This method of analysis has several advantages :

1. The PCA constructs measures that are not based on vague and general subjective per-
ceptions but objectively determined (Jellema and Roland, 2011).

2. The principal components are independent of each other, so that the variables are not
redundant.

3. This analysis has been used to create some institutional and cultural measures. These
include institutional variables built from ICRG data; those built from the IPD base by
Desdoigts et al (Desdoigts et al., 2004), those by De Crombrugghe and Farla (De Crom-
brugghe and Farla, 2012) and the cultural variables used by Klasing (Klasing, 2013),
Jellema and Roland (Jellema and Roland, 2011) or Tabellini (Tabellini, 2010)

12Desdoigts et al. obtain the same results on the 2006 IPD (Desdoigts et al., 2004).
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the social and economic level.13 Countries such as China, the Kingdom of Saudi
Arabia or Cuba are in the positive part of this axis. This part represents an
authoritarian government: the government is present in the economic sphere with
public enterprises and banks and in the social sphere by controlling access to
information or limiting the creation of organizations. The negative part of the
axis includes countries such as Senegal, Mali and Benin. It is characterized by
non-interventionist states.

We �rst project the countries of our database on a two-dimensional plan repre-
sented by the �rst and the second indicators.14 Second, the PCA analysis (com-
plemented with a k-means analysis) allows us to build a typology (that we will use
in our econometric model) of three groups characterized as follows:15

• The �rst cluster is composed of countries with good enforcement of existing
rules (governance), control of corruption and a judicial branch that pro-
motes the security of property rights and private contracts. Innovation is
supported by governments and by rules allowing compliance with private
property. Lastly, authorities intervene in social matters, for example by
providing unemployment bene�ts or pensions, open schools and public hos-
pitals, etc. On the other hand, their direct intervention in the markets is
weak, which is bene�cial to the market economy.

• The second cluster represents countries where traditional solidarities are
strong whereas institutional solidarities are weak. Governments do not in-
tervene socially or economically. The "laissez-faire" policy is de rigueur.
Corruption and insecurity are high. Governments do not have the capacity
to enforce existing rules and the security of property rights.

• The latter cluster has low-quality governance and poorly standardized tra-
ditional solidarity. Governments intervene in social and economic life: the
weight of the state is signi�cant in the banking and entrepreneurial sector.
The information available is �ltered and civil society is less free than in the
�rst cluster.

13De Crombrugghe and Farla obtain similar results on the 2009 IPD (De Crombrugghe and
Farla, 2012).

14Appendix 3 presents this projection
15Appendix 3 presents the graphic representation of these three clusters.
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3.1.2 Measuring cultures

To measure culture, we will use the WVS database.16 Created in 1981 under
the helm of political scientist Ronald Inglehart, this database "investigates human
beliefs and values".17 This investigation is conducted in nearly hundred countries
using a common survey.18

Based on this questionnaire, following Chai and Kim's methodology (Chai and
Kim, 2009),19 we will create two cultural indicators:20 Grid and Group.
The creation of these two indicators will allow us to use Mary Douglas's Grid/Group
cultural theory as well as the associated typology. As suggested by sociologists
Kemper and Collins, the Grid/Group cultural theory can be used to compare
cultures among societies (Kemper and Collins, 1990, p. 48):

"We see that the structural features underlying the two-dimensional [Grid/Group]
model can be usefully applied [...] to cross-cultural comparisons among whole

societies"

The Grid and Group indicators that we will estimate can be described21 as follows:

• The Grid variable is interested in the question: how can the individual act?
It deals with the rules that are imposed on individuals during a social in-
teraction. In some societies, individuals can organize their relationships and
build their role within social interactions. This type of society is in the low
part of the Grid variable. In societies located in the high part of this vari-
able, the rules are imposed on the individual. The role is thus prescribed to
the individual.

• The Group variable answers the question: with whom can the individual
act? This variable promotes the individual against the group. The indi-
vidual is free to choose the relationships that interest him and to build a
network according to his personal interest. In this society, we can identify
individuals belonging to the group. The group's claims are made on behalf
of the community.

16This database has been used by many authors such as (Pryor, 2005) (Guiso et al., 2006)
(Williamson, 2009) to create cultural variables.

17http://www.worldvaluessurvey.org/WVSContents.jsp
18Appendix 4 includes an excerpt from this questionnaire.
19Their methodology has been applied in other articles to measure culture, namely (Torsello,

2013), (Castilla-Rho et al., 2017) and (Chai et al., 2018).
20Appendix 5 provides a more detailed methodology for choosing questions and processing

answers.
21A description of the variables and a detailed analysis of Mary Douglas's theory was conducted

by Calvez (Calvez, 2006).
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The Grid and Group variables distinguish four cultural patterns:22

• The "individualism" pattern is characterized by low social constraints. The
individual is free to interact with whoever he wants and to use his network
of knowledge as he wishes. Social mobility is signi�cant, and competition
and risk are accepted.

• The "fatalism" pattern is characterized by a strong assignment of roles to
individuals. At the same time the individual is socially isolated because the
group is not very present.

• The "hierarchy" scheme refers to a group with a strong hierarchical orga-
nization and many rules. This scheme can be compared with Max Weber's
bureaucracy.

• The "egalitarianism" scheme is characterized by a solidarity group. This
group has few rules, which leads to internal di�erences. In this scheme, the
use of a "fall guy" is socially accepted.

Source : Caulkins, (Caulkins, 1999, p. 111)

Finally, we project the countries in our database on a two-dimensional plan to
show what cultural pattern they �t:23 the horizontal axis shows the estimated
score on the Group variable and the vertical axis shows the estimated score of the
Grid variable.

3.2 Model speci�cation and estimation strategy

The estimated initial model is a neo-classical growth model of the following form:

22Mary Douglas (Douglas, 1978) presents these patterns
23Appendix 6 presents this projection

15



yi = β0 +
∑6

j=1(βj ∗Xji)

with

• yi: the dependent variable is the country's growth rate i.

• Xij: the di�erent variables j control
24 of the country i.

In order to test Hypothesis 1 (1.1 and 1.2), we add the two institutional variables
calculated previously to this initial model. This gives us the following equation to
estimate:

yi = β0 +
∑6

j=1(βj ∗Xji) +
∑2

k=1(βk ∗ Iki)

with

• Iki: the institutional variables k (1 and 2) of the country i.

In order to test Hypothesis 2, we will add to the second equation our "Grid-Group"
cultural variables. This gives us a third model to estimate.

yi = β0 +
∑6

j=1(βj ∗Xji) +
∑2

p=1(βp ∗ Cpi)

with

• Cpi: the cultural variables p (Grid and Group) of the country i.

Estimating the Grid cultural variable's e�ect25 on economic growth allows us to test
whether a culture characterized by meritocracy has a positive e�ect on economic
growth.
Estimating the Group cultural variable's26 on economic growth allows us test
whether an individualistic culture has a positive e�ect on economic growth.

Finally, in order to test Hypothesis 3, our last model includes institutional and
cultural variables, and their terms of interaction into the original model. This
gives us the following equation:

24Appendix 7 lists the control variables used and where they come from.
25Hofstede's power distance variable and Mary Douglass' Grid variable estimate the same

dimension of culture. They are both good estimators for meritocracy. This relationship between
the two was highlighted by Maleki and Hendriks (Maleki and Hendriks, 2014)

26Mary Douglas's Group variable is correlated with Hofstede's individualism/collectivism vari-
able. These two measures therefore consider the same cultural dimension. This was put forward
by Maleki and Hendriks (Maleki and Hendriks, 2014)
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yi = β0 +
∑6

j=1(βj ∗Xji) +
∑2

k=1(βk ∗ Iki) +
∑2

p=1(βp ∗Cpi) +
∑4

n=1(βn ∗ Iki ∗Cpi)

To test our hypothesis of complementarity between institutions and culture, we
relied on the methodology advocated by Carree, Lokshin and Belderbos (Lokshin
et al., 2004, p. 3-4).27 These authors proposed, the following mathematical de�ni-
tion of complementarity:

"Practices xi and xj are considered complementary in the function f if and only if
∂2f

∂x1∂x2
is always larger or equal to zero and larger than zero for at least on value

of (x1, x2).
We use a cross-term speci�cation of the objective function f to test for

complementarity [...]. the expressions for n equal to 2 [...] are:
f(x1, x2) = α0 + α1.x1 + α2.x2 + α12.x1.x2

The cross-derivatives ∂2f
∂x1∂x2

are equal to α12 [...]. This implies that there is
complementarity for the case of practices 1 and 2 if α12 > 0."

Therefore, in our latest model, if the estimator βn is signi�cant and positive,
then the cultural and institutional variables associated with this estimator will be
complementary.

To estimate the di�erent models presented, we use ordinary least squares (OLS).

4 Empirical results and economic interpretation

In the following, we �rst present the results of our initial growth model and then
analyze the results obtained for each of the assumptions.

4.1 The endogenous growth model

First, in this model (see Table 1 in Appendix 8), the GDP per capita variable
has a negative and signi�cant e�ect on economic growth. This result is consistent
with the theoretical predictions of Solow and Swan (Solow, 1956) (Swan, 1956),
who concluded that a lower initial level of development is associated with a higher
growth rate.
The government spending variable has a signi�cant and negative e�ect on eco-
nomic growth. This means that the larger the government's spending, the more it
will reduce the rate of economic growth. While this result does not match the pre-
dictions of the theoretical model, it is not extremely surprising, considering that

27Article based on Arora's paper (Arora, 1996).
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a similarly signi�cant and negative relationship was highlighted by Barro (Barro,
1990).
The variable measuring Investment has a positive impact on economic growth.
This result is consistent with both endogenous growth models incorporating this
variable and with some empirical analyses like those from De Long and Summers
(De Long and Summers, 1991).
Concerning the import variable, a positive e�ect is expected because imports,
by allowing companies access to new technologies, can generate long-term growth
(Grossman and Helpman, 1993) (Coe and Helpman, 1995). Our signi�cant e�ect is
then consistent with the theory and some empirical results as those from Yanikkaya
(Yan[Pleaseinsertintopreamble]kkaya, 2003).

Second and surprisingly, the results for the other variables (i.e. the human capital
variable and the population growth variable) are not signi�cant. However, this
appears consistent with previous studies.
Human capital should theoretically have a positive e�ect on growth through the
externalities it generates. In our case, this variable is negative and not signi�cant.
The absence of positive e�ect is not surprising because on the one hand empirical
results are very heterogeneous and the measure used to estimate human capital is
rarely signi�cant (Kalaitzidakis et al., 2001). On the other hand, Benhabib and
Spiegel showed empirically that the e�ect of human capital is negative and not
signi�cant (Benhabib and Spiegel, 1994)28 as in our study.
Finally, population growth should theoretically have a positive relationship with
the growth rate (Peterson, 2017). Indeed, population growth leads to an increase
in the useful stock of knowledge, which positively a�ects economic growth (Simon,
1990). In our model, this variable is not signi�cantly di�erent from zero. This
result can be explained by the fact that the empirical e�ects of the population
on growth depend very heavily on the measurement variable used as well as the
other control variables present in the regression. Our result is thus consistent with
Hodge and Headey's29 (Headey and Hodge, 2009).

4.2 The institutions' e�ect

In order to test Hypothesis 1.1, we add the institutional variables to our initial
growth model. (Results are presented in Appendix 9, Table 2).

28According to Benhabib and Spiegel "When one runs the speci�cation implied by a standard

Cobb-Douglas production function which includes human capital as a factor, human capital ac-

cumulation fails to enter signi�cantly in the determination of economic growth, and even enters

with a negative point estimate" (Benhabib and Spiegel, 1994, p. 166)
29"The expected t-statistic for total population growth is less than one and therefore insigni�-

cant" (Headey and Hodge, 2009, p. 231).
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We note that our PC2 variable is non-signi�cant since the PC1 variable positively
and signi�cantly in�uences economic growth (column (1)).
This positive in�uence of PC1 on growth means that countries with "bad gover-
nance" (positive score on the PC1 axis) increase growth. This early result is not
consistent with those obtained theoretically and empirically, particularly for the
e�ect of "good governance" (represented by a negative score on the PC1 axis) on
economic growth because endogenous growth models (Kong, 2011) and empiri-
cal studies (Knack and Keefer, 1995) (Kaufmann and Kraay, 2003) including this
variable �nd a positive e�ect on growth, whereas in our model, good governance
negatively a�ects growth.
This negative e�ect of "good governance" has also been highlighted by the empir-
ical studies of Bardhan (Bardhan, 1997) and Mira and Hammadache (Mira and
Hammadache, 2017). They explained this result by the negative link between
direct foreign investment and "good governance". Indeed, companies looking to
�nance an investment project are prone to speeding up administrative procedures
by paying a bribe.
This negative e�ect of PC1 does not vary depending on the country's initial level
of development (measured using the HID) (column (2)), as Gradstein's theoretical
analysis suggests (Gradstein, 2004).

However, the e�ect of our PC2 variable depends on the country's initial level of
development, which verify our Hypothesis 1.2 . This is consistent with previ-
ous theoretical analyses and empirical results, namely Huynh and Jacho-Chavez
(Huynh and Jacho-Chávez, 2009) and Glaeser and al. (Glaeser et al., 2004).
Thus, when the PC2 variable is close to zero or negative (i.e. countries are non-
interventionist or do not intervene in all areas of social and economic life) and the
level of development is high, the e�ect on economic growth is positive. Similarly, an
interventionist policy associated with a low level of development positively a�ects
economic growth.30

This means this second hypothesis on the e�ect of political institutions is veri�ed.
Additionally, the results obtained are robust when sample size is changed (with
extreme individuals left out).

30When we have a term of interaction in a regression then the e�ect of our variable (here PC2:
State intervention) on economic growth is measured as follows: γPC2 = (βPC2+βPC2:HID∗HID),
so γPC2 = 0 if (βPC2+βPC2:HID ∗HID) = 0. We obtain: −βPC2

βPC2:HID
= HID hence 0.580

0.837 = HID
and HID = 0.69
So, the e�ect of our variable PC2 on economic growth is positive in two cases:

1. If HID < 0.69 (then γPC2 > 0) and if PC2 > 0 (interventionist state).

2. If HID > 0.60 (then γPC2 < 0) and if PC2 < 0 (non-interventionist state).
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Lastly, we observe that the di�erent institutional clusters highlighted by our anal-
ysis (i.e. part 3.Data and Model design) have a signi�cant and positively impact
on economic growth (see Column 3, Table 2) whereas the individual e�ect of in-
stitutional measures is insigni�cant.31

These institutional clusters have di�erent e�ects. This can be explained as follows:
countries with Cluster 2 institutions are growing strongly. These are countries that
have a low level of development and therefore signi�cant growth. Those present in
Cluster 3 are countries converging towards the institutional level and the growth
rate of Cluster 1 countries. Therefore, the impact of institutions on growth is
weaker than the previous cluster. Lastly, the countries in Cluster 1 are developed
countries and their growth rate is lower than in the other two clusters. Hence, the
e�ect of the institutions decreases compared to Cluster 2 and 3. When countries
institutionally converge towards Cluster 1 (from Cluster 2 to Cluster 3), their levels
of development also converge, and the e�ect of institutions on economic growth is
therefore increasingly smaller. The results of this last column show that economic
convergence (the rise in the level of development to the level of a developed coun-
try) goes with institutional convergence: corruption is lower, public administration
is more e�ective, the country's governance converges with the governance of de-
veloping countries. Our results are consistent with the hypothesis formulated by
Lee and Kim (Lee and Kim, 2009), who suggest that di�erent institutions matter
at di�erent stages of development.

With this second model, we conclude that institutions have a positive e�ect on
growth, which partly con�rms our �rst hypothesis. However, it should be noted
that these e�ects vary according to the country's initial level of development.

4.3 The culture e�ect

To verify this second hypothesis, we added cultural variables to our initial growth
model.

Individually (column (1) of Appendix 9, Table 3), Group and Grid variables have
a signi�cant e�ect on economic growth.
We conclude, from our results, that our two cultural variables have a positive ef-
fect on economic growth, contradicting the results of Gorodnichenko and Roland
(Gorodnichenko and Roland, 2010) (Gorodnichenko and Roland, 2011) and Gren-
ness (Grenness, 2015) cited in our second part. Indeed these authors showed
that meritocracy, i.e. the low part of the Grid variable, positively a�ects growth

31The fact that the institutional cluster has a greater e�ect on growth than individual institu-
tions was also observed by Siddiqui (Siddiqui, 2013).
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whereas in our model it is the high part of the Grid variable, i.e. the roles imposed
by society on individuals, which is positively correlated with growth. Moreover,
the results of these authors highlighted the positive e�ect of the "individualism"
dimension, which corresponds to the low part of our Group variable, whereas in
our model, growth is positively a�ected by the high part of our Group variable,
which represents collectivism and con�rm Swank's conclusions (Swank, 1996).

When studying the Grid and Group variables simultaneously using cluster (col-
umn(2) of the Table 3), the e�ects of culture on growth are more visible.
Cluster 1, which represents an individualistic society, has a positive impact on eco-
nomic growth. Thus, the cultural characteristics of meritocracy and individualism,
taken together, have a signi�cant and positive e�ect on growth. This result con-
�rms the conclusions of Gorodnichenko and Roland (Gorodnichenko and Roland,
2010), who emphasize the positive e�ect of individualistic culture (Gorodnichenko
and Roland, 2011), and Mariona Grondona's thesis on the pro-development culture
which characterizes an individualistic society.
The e�ects of Cluster 2 (Egalitarianism) and Cluster 3 (Fatalism)on growth are
similar and also positive, as is the e�ect of Cluster 4 (Hierarchy). Regarding the
latter, our results show that societies with collectivist characteristics also stimulate
economic growth. This can be explained by several factors. First, our conclusion
con�rms some theses advanced in the literature, as in Fukuyama's work, which
highlighted the importance of trust. According to him, creating complex eco-
nomic enterprises in individualistic societies is di�cult because trust is con�ned
to the family, but it is simpler in collectivist societies. Other authors focus on the
importance of trust and social capital (which is especially present in collectivist
society) in economic development, like Putman or Ban�eld (cited in (Ball, 2001)).
These theses were supported by the empirical work of Knack and Keefer (Knack
and Keefer, 1997, p. 1283), who stressed "[...]the importance[...] of social capital,
supplying the strongest evidence to date that trust and civic cooperation have signif-
icant impacts on aggregate economic activity.". Second, collectivist societies have
a static e�ect on growth, which can be observed in our cross-section regression,
while individualistic cultures have a more dynamic e�ect (Kyriacou, 2016).

Finally, although cultural Cluster 1 has a positive e�ect on growth, it does to a
lesser degree than the Cluster 4, which has the strongest e�ect. This result can
be explained by the characteristics of our panel: among countries in the Hierarchy
cluster (91 countries), 45.05 % have a low GDP,32 whereas 80.35 % of countries in
the Individualism cluster have a medium or high GDP. Countries with a low GDP

32We divided our panel into three quantiles, respectively comprising: countries with low,
medium GDP and high GDP. The exact distribution of our panel is detailed in Appendix 8.
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are known to a higher growth than countries with a high GPD. Accordingly, the
countries in Cluster 4 have a higher impact on growth (and higher growth) than
countries in Cluster 1.

4.4 Are culture and Institutions complementary in impact-
ing growth ?

Finally, to verify our �nal hypothesis, we look at the interaction e�ect between
institutions and culture (Appendix 9, Table 4).

We note that this complementarity hypothesis is veri�ed for the interaction vari-
able between PC2 and Grid. Indeed, the PC2:Grid variable is positive and sig-
ni�cant, which means that the Grid cultural characteristic increases the e�ects of
PC2 on economic growth. Then, the PC2 variable has a positive e�ect on growth
in two cases:

• When the Grid variable score is below 3.49 (approximately)33, the coe�cient
of the PC2 e�ect on economic growth is negative. So, when the PC2 score
is close to zero or negative, its impact on economic growth will be positive.

• When the Grid variable score is over 3.49, the coe�cient of the PC2 e�ect
on economic growth is positive. So, associated with a positive score of PC2,
its impact on economic growth will also be positive.

Thus, the associations between imposed roles/ high degree of State intervention
and meritocracy/low degree of State intervention are complementary.

The results obtained in this last model are consistent with the theoretical anal-
yses that have highlighted the complementarity between culture and institutions
(such as North for example). Nevertheless, they contradict the result obtained by
Williamson and Mathers (Williamson and Mathers, 2011) because they observed
a diminishing e�ect of culture on economic growth in regression including institu-
tions, suggesting a substitute link between culture and institutions. This di�erence
in our conclusions can be explained by diverging choices regarding databases and
measures of culture and institutions (to measure institutions, they used the vari-
able Economic Freedom variable, which we did not consider).

33When we have a term of interaction in a regression then the e�ect of our variable (here PC2:
State intervention) on economic growth is measured as follows: γPC2 = (βPC2+βPC2:Grid∗Grid),
so γPC2 = 0 if (βPC2 + βPC2:Grid ∗Grid) = 0. We obtain: −βPC2

βPC2:Grid
= Grid hence 0.356

0.102 = Grid
and Grid = 3.49
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5 Conclusion

According to Douglass North's theoretical analyses, formal institutions and cul-
ture have a complementary relationship. This suggests that the e�ectiveness of an
institution depends on the other institutions present at the same time, especially
culture. There are many examples of non-complementarity between formal insti-
tutions and culture in economic history - for instance in Latin America countries,
whose culture and formal institutions were in con�ict, leading to a negative impact
on economic growth (North et al., 2000).

In this article, we have developed a growth model allowing us to study the possible
complementarity between institutions and culture. Our results conclude that the
culture of a country (particularly certain values such as the Grid value) in�uences
the e�ectiveness of its institutions, which supports the hypothesis of a complemen-
tarity between culture and institutions. Thus, when institutions (good governance
and weak state intervention) are associated with a low Grid variable score, they
have a greater e�ect than in other cases.

These results have many implications at di�erent levels, but also some limitations.
First, from an empirical point of view, our results are at odds with those of
Williamson and Mathers (Williamson and Mathers, 2011) who concluded that
institutions and culture are substitutes than complements. Thus, future studies
with di�erent cultural and institutional measures are needed in order to obtain
consistent results.
Second, at the theoretical level, we need a growth model that integrates this notion
of complementarity between the di�erent institutions (formal institutions and cul-
ture). This will complement Douglass North's analysis. For now, we have studied
the links between culture and institutions to determine whether they are com-
plementary or substitutable. In future research, we also need to understand the
links (of complementarity or substitutability)existing at the heart of the (formal)
institutions themselves. It will allow us to better understand why economically,
culturally and institutionally similar countries, or regions like the US states of
Alabama and Louisiana, have di�erent rates of growth.
Finally, at the political level, our results have value for institutional reform pur-
poses. Indeed, if a reform is not in line with country's culture, the new institutions
will create a long-term con�ict with the "old" culture, raising the risk of a negative
impact on growth.

23



References

Acemoglu, D. and Johnson, S. (2003). Unbundling Institutions. Working Paper
9934, National Bureau of Economic Research.

Aoki, M. (2001). Toward a Comparative Institutional Analysis, volume 1. The
MIT Press, 1 edition.

Arora, A. (1996). Testing for complementarities in reduced-form regressions: A
note. Economics Letters, 50(1):51�55.

Ball, R. (2001). Individualism, Collectivism, and Economic Development. The
Annals of the American Academy of Political and Social Science, 573:57�84.

Bardhan, P. (1997). Corruption and Development: A Review of Issues. Journal
of Economic Literature, 35(3):1320�1346.

Barro, R. (1990). Government Spending in a Simple Model of Endogenous Growth.
Journal of Political Economy, 98(5):S103�26.

Benhabib, J. and Spiegel, M. M. (1994). The role of human capital in economic
development evidence from aggregate cross-country data. Journal of Monetary
Economics, 34(2):143�173.

Bertho, F. (2013). Document de présentation de la base de données "Institutional
Pro�les Database 2012" (IPD 2012).

Calderón, C. and Chong, A. (2000). Causality and Feedback Between Institutional
Measures and Economic Growth. Economics and Politics, 12:69�81.

Calvez, M. (2006). L'analyse culturelle de mary douglas : une contribution à la
sociologie des institutions. SociologieS.

Castilla-Rho, J. C., Rojas, R., S. Andersen, M., Holley, C., and Mariethoz, G.
(2017). Social tipping points in global groundwater management. Nature
Human Behaviour, 1.

Caulkins, D. (1999). Is Mary Douglas's Grid/Group Analysis Useful for Cross-
Cultural Research? Cross-cultural Research - CROSS-CULT RES, 33:108�
128.

Chai, S.-K., Dorj, D., and Sherstyuk, K. (2018). Cultural Values and Behavior in
Dictator, Ultimatum, and Trust Games: An Experimental Study. In Experi-
mental Economics and Culture, volume 20, pages 89�166. Emerald Publishing
Ltd.

24



Chai, S.-K. and Kim, M.-S. (2009). Cultural Comparisons of Beliefs and Values:
Applying the Grid-Group Approach to the World Values Survey. Beliefs and
Values, 1.

Coe, D. and Helpman, E. (1995). International Reschearch and Development
Spillovers. European Economic Review, 39(5):859�887.

De Crombrugghe, D. and Farla, K. (2012). Preliminary conclusions on instutions
and economic performance. UNU-MERIT Working paper series IPD WP04,
UNU-MERIT.

De Haan, J. and Siermann, C. L. J. (1998). Further Evidence on the Relationship
between Economic Freedom and Economic Growth. Public Choice, 95(3-
4):363�80.

De Long, J. B. and Summers, L. (1991). Equipment Investment and Economic
Growth. The Quarterly Journal of Economics, 106(2):445�502.

Desdoigts, A., Berthelier, P., and Ould Aoudia, J. (2004). Pro�ls institutionnels.
Revue française d'économie, 19(1):121�196.

Dollar, D. and Kraay, A. (2003). Institutions, Trade, and Growth. Journal of
Monetary Economics, 50(1):133 � 162.

Douglas, M. (1978). Cultural bias. London : Royal Anthropological Institute.
Includes bibliographical references.

Geweke, J. (1982). Measurement of Linear Dependence and Feedback between
Multiple Time Series. Journal of the American Statistical Association,
77(378):304�313.

Glaeser, E. L., Porta, R. L., de Silanes, F. L., and Shleifer, A. (2004). Do Institu-
tions Cause Growth? Journal of Economic Growth, 9(3):271�303.

Gorodnichenko, Y. and Roland, G. (2010). Culture, Institutions and the Wealth
of Nations. NBER Working Papers 16368, National Bureau of Economic
Research, Inc.

Gorodnichenko, Y. and Roland, G. (2011). Which Dimensions of Culture Matter
for Long-Run Growth? American Economic Review, 101(3):492�98.

Gradstein, M. (2004). Governance and Growth. Journal of Development Eco-
nomics, 73(2):505�518.

25



Granato, J., Inglehart, R., and Leblang, D. (1996). The E�ect of Cultural Values
on Economic Development: Theory, Hypotheses, and Some Empirical Tests.
American Journal of Political Science, 40(3):607�631.

Grenness, T. (2015). National Culture and Economic Performance: A Cross-
cultural Study of culture's impact on economic performance across the 27
member countries of the European Union. Journal of International Doctoral
Research, 4(1):69�97.

Grossman, G. and Helpman, E. (1993). Innovation and Growth in the Global
Economy, volume 1. The MIT Press, 1 edition.

Guiso, L., Sapienza, P., and Zingales, L. (2006). Does Culture A�ect Economic
Outcomes? The Journal of Economic Perspectives, 20(2):23�48.

Hall, P. A. and Soskice, D. (2001). Varieties of Capitalism: The Institutional
Foundations of Comparative Advantage. Oxford University Press.

Headey, D. and Hodge, A. (2009). The E�ect of Population Growth on Economic
Growth: A Meta-Regression Analysis of the Macroeconomic Literature. Pop-
ulation and Development Review, 35:221�248.

Heckelman, J. and Stroup, M. D. (2000). Which Economic Freedoms Contribute
to Growth? Kyklos, 53(4):527�44.

Henisz, W. (2000). The Institutional Environment for Economic Growth. Eco-
nomics and Politics, 12:1�31.

Hofstede, G. (2007). Dimensionalizing Cultures: The Hofstede Model in Context.
International Journal of Behavioral Medicine, 2.

Huynh, K. P. and Jacho-Chávez, D. (2009). Growth and Governance: A Nonpara-
metric Analysis. Journal of Comparative Economics, 37:121�143.

Jellema, J. and Roland, G. (2011). Institutional clusters and economic perfor-
mance. Journal of Economic Behavior and Organization, 79(1):108 � 132.
The Dynamics of Institutions in Perspectives: Alternative Conceptions and
Future Challenges.

Kalaitzidakis, P., Mamuneas, T. P., Savvides, A., and Stengos, T. (2001). Mea-
sures of Human Capital and Nonlinearities in Economic Growth. Journal of
Economic Growth, 6(3):229�254.

Kaufmann, D. and Kraay, A. (2003). Governance and Growth: Causality which
way? �Evidence for the World, in brief. Working paper, World Bank.

26



Keefer, P. and Knack, S. (1997). Why Don't Poor Countries Catch Up? A Cross-
National Test of Institutional Explanation. Economic Inquiry, 35(3):590�602.

Kemper, T. D. and Collins, R. (1990). Dimensions of Microinteraction. American
Journal of Sociology, 96(1):32�68.

Klasing, M. J. (2013). Cultural Dimensions, Collective Values and their Impor-
tance for Institutions. Journal of Comparative Economics, 41(2):447�467.

Knack, S. and Keefer, P. (1995). Institutions And Economic Performance: Cross-
Country Tests Using Alternative Institutional Measures. Economics and Pol-
itics, 7(3):207�227.

Knack, S. and Keefer, P. (1997). Does Social Capital Have an Economic Pay-
o�? A Cross-Country Investigation. The Quarterly Journal of Economics,
112(4):1251�1288.

Knack, S. and Zak, P. (2001). Trust and Growth. Economic Journal, 111:295�321.

Kong, T. S. (2011). Governance Quality and Economic Growth. Anu working
papers in economics and econometrics, Australian National University, College
of Business and Economics, School of Economics.

Kraay, A. and Kaufmann, D. (2002). Growth Without Governance. The World
Bank.

Kyriacou, A. (2016). Individualism�Collectivism, Governance and Economic De-
velopment. European Journal of Political Economy, 42(C):91�104.

Lee, K. and Kim, B.-Y. (2009). Both Institutions and Policies Matter but Di�er-
ently for Di�erent Income Groups of Countries: Determinants of Long-Run
Economic Growth Revisited. World Development, 37(3):533�549.

Licht, A. N., Goldschmidt, C., and Schwartz, S. H. (2007). Culture Rules: The
Foundations of the Rule of Law and Other Norms of Governance. Journal of
Comparative Economics, 35(4):659 � 688.

Lokshin, B., Carree, M., and Belderbos, R. (2004). Testing for complementarity
and substitutability in case of multiple practices. Research Memorandum 002,
Maastricht University, Maastricht Research School of Economics of Technol-
ogy and Organization (METEOR).

Lucas, R. (1988). On the Mechanics of Economic Development. Journal of Mon-
etary Economics, 22(1):3�42.

27



Maechler, M., Rousseeuw, P., Struyf, A., Hubert, M., Hornik, K., Studer, M.,
Roudier, P., Gonzalez, J., Kozlowski, K., and Schubert, E. (2019). clus-
ter: "Finding Groups in Data": Cluster Analysis Extended Rousseeuw et al.
https://CRAN.R-project.org/package=cluster. R package version 2.0.8.

Maleki, A. and Hendriks, F. (2014). Grid, Group, and Grade. Cross-Cultural
Research, 49.

Maseland, R. (2013). Parasitical cultures? The cultural origins of institutions and
development. Journal of Economic Growth, 18(2):109�136.

McCleary, R. M. and Barro, R. J. (2006a). Religion and Economy. Journal of
Economic Perspectives, 20(2):49�72.

McCleary, R. M. and Barro, R. J. (2006b). Religion and Economy. Journal of
Economic Perspectives, 20(2):49�72.

Mira, R. and Hammadache, A. (2017). Relationship between good governance
and economic growth - A contribution to the institutional debate about
state failure in developing countries. CEPN Working Papers 2017-12, Centre
d'Economie de l'Université de Paris Nord.

North, D. and Thomas, R. P. (1976). The Rise of the Western World. Cambridge
University Press.

North, D. C. (1989). Institutions and economic growth: An historical introduction.
World Development, 17(9):1319 � 1332.

North, D. C. (1990). Institutions, Institutional Change and Economic Perfor-
mance. Political Economy of Institutions and Decisions. Cambridge University
Press.

North, D. C. (1993). The New Institutional Economics and Development. Eco-
nomic History 9309002, University Library of Munich, Germany.

North, D. C. (1994). Economic Performance Through Time. The American Eco-
nomic Review, 84(3):359�368.

North, D. C., Summerhill, W., and Weingast, B. R. (2000). Order, disorder, and
economic change: Latin America versus North America. In In: de Mesquita,
B.B., Root, H.L. (Eds.), Governing for Prosperity. Yale University Press.

Pejovich, S. (1999). The E�etcs of the Interaction of Formal and Informal Insti-
tutions on Social Stability and Economic Development. Journal of Markets
and Morality, 2(2):164�181.

28



Peterson, E. W. F. (2017). The Role of Population in Economic Growth. SAGE
Open, 7(4):2158244017736094.

Pryor, F. (2007). Culture and Economic Systems. American Journal of Economics
and Sociology, 66:817�855.

Pryor, F. L. (2005). National Values and Economic Growth. The American Journal
of Economics and Sociology, 64(2):451�483.

Ramocka, M. (2010). Culture as an economic growth factor. Malopolska School of
Economics in Tarnow, 2(16):117�123.

Ramsey, F. P. (1928). A Mathematical Theory of Saving. The Economic Journal,
38(152):543�559.

Rodríguez-Pose, A. (2013). Do Institutions Matter for Regional Development?
Regional Studies: The Journal of the Regional Studies Association, 47.

Rodrik, D. (2000). Institutions For High-Quality Growth: What They Are And
How To Acquire Them. CEPR Discussion Papers 2370, C.E.P.R. Discussion
Papers.

Rodrik, D. and World Bank (2006). Goodbye Washington Consensus, Hello Wash-
ington Confusion? A Review of the World Bank's "Economic Growth in the
1990s: Learning from a Decade of Reform". Journal of Economic Literature,
44(4):973�987.

Romer, P. M. (1986). Increasing Returns and Long-Run Growth. Journal of
Political Economy, 94(5):1002�1037.

Schwartz, S. (2006). A Theory of Cultural Value Orientations: Explication and
Applications. Comparative Sociology, 5(2-3):137 � 182.

Siddiqui, D. (2013). The E�ect of Institutions on Economic Growth: A Global
Analysis Based on GMM Dynamic Panel Estimation. Structural Change and
Economic Dynamics, 24.

Simon, J. L. (1990). Population Matters : People, Resources, Environment, and
Immigration . Transaction Publishers New Brunswick, N.J.

Solow, R. M. (1956). A Contribution to the Theory of Economic Growth. The
Quarterly Journal of Economics, 70(1):65�94.

Swan, T. W. (1956). Economic Growth and Capital Accumulation. The Economic
Record, 32(2):334�361.

29



Swank, D. (1996). Culture, Institutions, and Economic Growth: Theory, Recent
Evidence, and the Role of Communitarian Polities. American Journal of
Political Science, 40(3):660�679.

Tabellini, G. (2010). Culture and Institutions: Economic Development in the
Regions of Europe. Journal of the European Economic Association, 8(4):677�
716.

Torsello, D. (2013). The perception of corruption as social and institutional pres-
sure: A comparative analysis of cultural biases. Human A�airs, 23.

Vijayaraghavan, M. and Ward, W. A. (2001). Institutions and Economic Growth:
Empirical Evidence for a Cross-National Analysis. Working Papers 112952,
Clemson University, Center for International Trade.

Voigt, S. (2009). How (Not) to Measure Institutions. MAGKS Papers on
Economics 200937, Philipps-Universität Marburg, Faculty of Business Ad-
ministration and Economics, Department of Economics (Volkswirtschaftliche
Abteilung).

Williamson, C. R. (2009). Informal Institutions Rule: Institutional Arrangements
and Economic Performance. Public Choice, 139(3/4):371�387.

Williamson, C. R. and Mathers, R. L. (2011). Economic Freedom, Culture, and
Growth. Public Choice, 148(3):313�335.

Yan�kkaya, H. (2003). Trade openness and economic growth: a cross-country
empirical investigation. Journal of Development Economics, 72(1):57�89.

30



Appendix

Appendix 1: IPD and WBI correlation circle
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Appendix 2: Details of principal component analysis (PCA)

To reduce the number of indicators in each version of the IPD, we conducted a
PCA. We chose to replace missing data with the average of the corresponding
indicator. This does not a�ect the results of a standardized centered PCA, as
total variance remains unchanged.

The PCA was performed in several steps:

1. We reduced the number of indicators by excluding those poorly projected
on the circle of correlations. For the indicators to be visible in the circle of
correlations, we grouped them by themes. Then we analyzed the themes one
by one. The themes examined were derived from the typology of pre-existing
indicators in the IPD. Analysis of correlation circles on each theme excluded
several poorly represented indicators.

All information on the themes used and the indicators excluded is provided
in the following table:
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2. Using the remaining indicators, we identi�ed two main components. To give
meaning to the two main components, two pieces of information were needed:

(a) the contribution of indicators for each of the axes. Only indicators with
a high contribution were retained as explanatory indicators.

(b) The direction (positive or negative) in which the indicators pointed.

The horizontal axis, which represents principal component 1 (PC1), can be inter-
preted using the following indicators:
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This PC1 axis accounts for 36 % of the total variance and represents governance,
i.e. the e�ectiveness of public administrations, good enforcement of justice and
low corruption. "Good governance" is in the negative part of the axis.

The vertical axis, which represents the principal component 2 (PC2), can be in-
terpreted using the following indicators:
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This axis represents the place of the state. Countries on the negative side have a
state that guarantees �ows of information and people and civil society freedoms.
Moreover, the State intervenes little on the market, unlike in countries located in
the positive part of the axis.
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Appendix 3: Projection of individuals and representation of
clusters
34

Projection of individuals and clusters present in IPD 2006

Figure 1: Projection of individuals on the two principal components

Figure 2: Representation of the clusters

34Graph using R software and the Cluster package (Maechler et al., 2019)
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Projection of individuals and clusters present in IPD 2009

Figure 3: Projection of individuals on the two principal components

Figure 4: Representation of the clusters
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Projection of individuals and clusters present in IPD 2012

Figure 5: Projection of individuals on the two principal components

Figure 6: Representation of the clusters

42



Appendix 4: Excerpt from the WVS questionnaire (Wave 6)

Excerpt 1: questions V4 to V9

Excerpt 2: question V24
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Appendix 5: Methodology used to create Grid and Group
variables

We used twenty questions from the WVS survey to estimate cultural variables -
ten to estimate the Group variable and ten to estimate the Grid variable.
The twenty questions used in our analysis are highlighted by three articles using
the methodology of Chai and Kim: The �rst is the original article of Chai and Kim
(Chai and Kim, 2009),35, the second is Torsello's article (Torsello, 2013), which
used the �fth version of the WVS36 and the third is Castilla-Rho et al's article
(Castilla-Rho et al., 2017) updating the methodology of Chai and Kim37 on the
sixth version of the WVS.

Questions estimating the Grid and Group variables were chosen by the authors as
follows:38

1. Questions about a speci�c political system, a speci�c geographical area, hap-
piness or individual weel-being were excluded from the analysis.

2. The most discriminating issues between countries were retained.

To calculate the value of the Grid and Group variables, the questions associated
with these variables were treated as follows:

• The answers associated with the "high" value of each question were stan-
dardized between 0 and 1.

• The scores of the ten questions were aggregated. The aggregation score
determined the score of each Grid or Group variable.

The last two steps are taken on the following questions:

35The original article estimates the Grid and Group variables on the third and fourth version
of the WVS.

36Torsello created Grid and Group variable using the same methodology as Chai and Kim to
select questions.

37As the survey questionnaire was modi�ed from one version to the next, some of the questions
used on the original article were deleted and others included

38This is a succinct presentation of the applied methodology, for more detail, refer to Chai and
Kim (Chai and Kim, 2009) or Castilla-Rho (Castilla-Rho et al., 2017)
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For example, to determine Australia's Group variables, we performed the following
calculation:

Variable Number of High re-
sponses

Score standard-
ization between 0
and 1

Group 1 1328 0.9346
Group 2 823 0.5792
Group 3 676 0.4757
Group 4 295 0.2076
Group 5 762 0.5362
Group 6 306 0.2153
Group 7 283 0.1992
Group 8 107 0.0753
Group 9 401 0.2822
Group 10 302 0.2125
Score after sum: 3,7178
Total number of respondents: 1421
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Appendix 6: The projection of individuals on the plan cre-
ated by Grid and Group variables

Projection of individuals Wave 5
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Projection of individuals Wave 6
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Appendix 7: List of control variables

Variable Indicator used Indicator origin
Growth GDP growth (annual %) World Bank national accounts data, and

OECD National Accounts data �les.
GDP per
Capita

GDP per capita (constant
2010 US$) (Year t-1)

World Bank national accounts data, and
OECD National Accounts data �les.

Human Capi-
tal

Mean years of schooling
(years) (Year t-1)

United Nations Development Program,
Human Develpment Reports

Expenditure
Government

General government total ex-
penditure (% of GDP)

IMF - World Economic Outlook

Investment Gross �xed capital formation
(% of GDP)

World Bank national accounts data, and
OECD National Accounts data �les.

Population
Growth

Population growth (annual
%)

World Bank national accounts data, and
OECD National Accounts data �les.

Importation Import volume index (2000
= 100)

World Bank national accounts data, and
OECD National Accounts data �les.

Governance PC1 (ACP) Institutional Pro�l Database (IPD 2006,
IPD 2009, IPD 2012)

State Impor-
tance

PC2 (ACP) Institutional Pro�l Database (IPD 2006,
IPD 2009, IPD 2012)

Group Group Axis/ Grid-Group
Cultural Theory

World Values Survey (Wave 5, Wave 6)

Grid Grid Axis/ Grid-Group Cul-
tural Theory

World Values Survey (Wave 5, Wave 6)
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Appendix 8: Distribution of individuals according to Cul-
tural Cluster and GDP quantile

Low GDP ∈
[5.12e+02,2.54e+04)

Medium GDP∈
[2.54e+04,1.48e+011)

High GDP ∈
[1.48e+11,1.55e+13]

Sum

Cult_1 22 50 40 112
Cult_2 30 12 25 67
Cult_3 18 19 24 61
Cult_4 41 29 21 91
Sum 111 110 110 331
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Appendix 9: Results

Table 1: Endogenous economic growth model (OLS regression)

Dependent variable:

Growth

log(GDP) −0.144∗∗∗
(0.014)

H_K −0.087
(0.053)

C_Gov −0.114∗∗∗
(0.013)

I 0.067∗∗∗

(0.021)

Pop_X −0.027
(0.120)

M 0.010∗∗∗

(0.001)

Constant 4.242∗∗∗

(0.891)

Observations 331
R2 0.538
Adjusted R2 0.529
Residual Std. Error 2.046 (df = 324)
F Statistic 62.889∗∗∗ (df = 6; 324)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 2: Endogenous economic growth model with institutions (OLS
regression)

Dependent variable:

Growth

(1) (2) (3)

log(GDP) −0.140∗∗∗ −0.152∗∗∗ −0.141∗∗∗
(0.014) (0.014) (0.014)

H_K 0.057 0.036 0.022
(0.065) (0.072) (0.057)

C_Gov −0.100∗∗∗ −0.093∗∗∗ −0.103∗∗∗
(0.014) (0.013) (0.013)

I 0.076∗∗∗ 0.067∗∗∗ 0.074∗∗∗

(0.021) (0.021) (0.020)

Pop_X −0.042 0.011 −0.067
(0.118) (0.116) (0.117)

M 0.008∗∗∗ 0.008∗∗∗ 0.009∗∗∗

(0.001) (0.001) (0.001)

PC1 0.125∗∗∗ −0.231∗
(0.033) (0.137)

PC2 −0.029 0.580∗

(0.056) (0.326)

HID −1.863
(1.212)

PC1:HID 0.425∗∗

(0.166)

PC2:HID −0.837∗
(0.449)

Inst_1 2.289∗∗

(0.951)

Inst_2 3.840∗∗∗

(0.872)

Inst_3 3.475∗∗∗

(0.896)

Constant 2.936∗∗∗ 4.632∗∗∗

(0.980) (1.145)

Observations 331 331 331
R2 0.558 0.584 0.839
Adjusted R2 0.547 0.570 0.835
Residual Std. Error 2.007 (df = 322) 1.957 (df = 319) 1.979 (df = 322)
F Statistic 50.877∗∗∗ (df = 8; 322) 40.688∗∗∗ (df = 11; 319) 186.814∗∗∗ (df = 9; 322)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 3: Endogenous economic growth model with culture (OLS regres-
sion)

Dependent variable:

Growth

(1) (2)

log(GDP) −0.143∗∗∗ −0.142∗∗∗
(0.014) (0.014)

H_K −0.009 −0.038
(0.056) (0.060)

C_Gov −0.118∗∗∗ −0.118∗∗∗
(0.014) (0.014)

I 0.081∗∗∗ 0.074∗∗∗

(0.021) (0.021)

Pop_X −0.168 −0.070
(0.125) (0.122)

M 0.008∗∗∗ 0.010∗∗∗

(0.001) (0.001)

Group 0.496∗

(0.260)

Grid 0.274∗∗

(0.107)

Cult_1 3.552∗∗∗

(0.992)

Cult_2 3.977∗∗∗

(0.928)

Cult_3 3.982∗∗∗

(1.042)

Cult_4 4.297∗∗∗

(0.926)

Constant 0.879
(1.318)

Observations 331 331
R2 0.555 0.830
Adjusted R2 0.544 0.824
Residual Std. Error 2.014 (df = 322) 2.041 (df = 321)
F Statistic 50.186∗∗∗ (df = 8; 322) 156.260∗∗∗ (df = 10; 321)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 4: Endogenous economic growth model with institutions and cul-
ture (OLS regression)

Dependent variable:

Growth

log(GDP) −0.140∗∗∗
(0.014)

H_K 0.063
(0.067)

C_Gov −0.110∗∗∗
(0.014)

I 0.085∗∗∗

(0.021)

Pop_X −0.148
(0.129)

M 0.008∗∗∗

(0.001)

PC1 0.098
(0.156)

PC2 −0.356
(0.473)

Group 0.470∗

(0.263)

Grid 0.174
(0.125)

PC1:Group −0.001
(0.040)

PC1:Grid −0.0002
(0.018)

PC2:Group −0.034
(0.134)

PC2:Grid 0.102∗∗

(0.042)

Constant 0.796
(1.407)

Observations 331
R2 0.576
Adjusted R2 0.557
Residual Std. Error 1.986 (df = 316)
F Statistic 30.604∗∗∗ (df = 14; 316)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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