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Abstract

This paper analyzes productivity dynamics based on French firm-level data covering nine
key 2-digit industries for the period 1994 - 2016. I estimate firm-level productivity through
the estimation of a translog production function and investigate the following main aspects:
(i) aggregate productivity change with firm entry and exit by applying the Dynamic Olley-
Pakes Productivity Decomposition (DOPD), (ii) firms’ ability to improve productivity and
productivity persistence, and (iii) productivity differences between different firm groups such
as survivors, entrants and exitors as well as small, medium and big firms by applying the
concept of stochastical dominance. My results show that aggregate productivity has increased
for most the considered 2-digit industries and that in many cases surviving firms’ have con-
tributed significantly to these positive improvements. Entering firms contribute in many cases
positively to aggregate productivity while the contribution of exitors shows varying signs.
Furthermore, I find that firms’ reveal a high degree of productivity persistence. Analysing
productivity difference between firm groups the results suggest that the productivity distribu-
tion of surviving firms stochastically dominates the distribution of entering and exiting firms.
Surprisingly, the results reveal that big firms do not stochastically dominate the productivity
distribution of small firms.
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1 Introduction

The economic crisis in 2007 has impacted the French economy persistently. The data show that for
the most important French manufacturing industries the production level has significantly dropped
during the economic and financial distress and has not yet attained its production level before the
crisis. The decrease in the French manufacturing industries’ production level is also reflected in a
considerable decrease in the number of firms, implying higher exit than entry rates.

I am interested in investigating how firms’ entry-exit dynamics are related to individual firms’
productivity as well as to the industries’ aggregate productivity trajectories. For this purpose I
analyze firm-level data of the universe of firms active in the French manufacturing industry between
1994 and 2016 and estimate firm-level productivity based on a translog production function.

More precisely, to shed light on the relation between firms’ productivity and their status of
either survivor, entrant or exitor I study productivity with respect to the following aspects: (i) the
evolution of aggregate productivity related to firm entry and exit, (ii) productivity persistence and
(iii) productivity differences between different firm groups such as survivors, entrants and exitors.
I am also interested in investigating productivity differences between firms belonging to different
size groups such as small, medium and big firms.

As extensively discussed in the literature, firm-level productivity itself can be driven by many
factors, such as managerial practice, higher-quality inputs factors, R&D activity, firm structure
and product innovation (Bartelsman and Doms, 2000; Syverson, 2011). The analysis of drivers
of firm productivity is beyond the scope of that work. Rather than analyzing determinants of
single firms’ productivity level this paper investigates more general patterns such as aggregate
productivity growth, and productivity differences among various firm groups. Firm selection, i.e.
the selection of firms that survive in the market and the resulting number of firms, is a widely
discussed issue in the field of industrial organization. For instance, the model presented in Jovanovic
(1982) explains market selections by efficient firms that grow and survive and inefficient ones that
shrink and exit, where the only source of heterogeneity is generated from efficiency differences in
firms’ variable costs. In the industry model presented by Hopenhayn (1992) firms are exposed to
idiosyncratic productivity shocks, that follow a first order Markov process. That is, entering firms’
initial productivity levels are drawn from the same distribution and active firms with a higher
productivity in the current period are more likely to be affected by a positive productivity shock
in the future period. Firms whose productivity level falls below a certain lower threshold exit
the market. I aim to empirically investigate whether there are significant productivity differences
between those firms that survive, enter and exit the market. Also, as Hapenhayn’s model describes,
initial productivity differences may be important for firms future performance.! Similarly in other
models of industrial dynamics, such as Ericson and Pakes (1995), productivity plays a key role for
firm survival and, hence, the provision of descriptive statistics and the derivation of stylized facts
can be viewed as a first step for a better understanding of the process of firm selection.

The first aspect to be investigated in this study, the evolution of aggregate productivity and the
contribution of firm entry and exit, aims to provide information on the trajectory of aggregated
productivity and on whether the manufacturing industries moves to higher allocative efficiency.
Generally, aggregate productivity is measured as a weighted average composed of firms’ market
shares (weights) and the corresponding productivity levels. If firm exit occurs, the market shares
of failing firms are recovered by either entering or surviving firms. Likewise, market shares may
wander from less productive continuing firms to more productive continuing or entering firms. In
the empirical literature this is called allocative efficiency (of production), extensively discussed by
Baily et al. (1992), Griliches and Regev (1995), Pavenik (2002) and Polanec (2004). In this study
I rely on the "Dynamic Olley Pakes Decomposition" (DOPD) developed by Melitz and Polanec
(2015). Here aggregated productivity growth is decomposed into the contribution of surviving
firms as well as the contribution of entering and exiting firms. Moreover, aggregate productivity of
surviving firms is further decomposed into the part of productivity growth induced by firms’ indi-
vidual improvement in productivity (within productivity change) and into that part associated with
market reallocations (between firm productivity change). As pointed out by Haltiwanger (2011)
the measure of allocative efliciency is helpful to assess whether an economy is "well-functioning".
According to Haltiwanger, an economy is allocative efficient from a static viewpoint if more pro-
ductive firms produce more. It is allocative efficient from a dynamic perspective, if production is
reallocated from less to more productive firms.

The second objective of the paper is the analysis of persistency in firms’ productivity ranking.
Empirically, many studies have revealed strong dispersion of productivity within a given industry

L Also see Esponda and Pouzo (2019) for a recent extension of Hapenhayn’s model to the case of heterogeneous
firms.



(Syverson, 2004). Also, empirical work has shown that firms tend to reveal a high degree of per-
sistence with respect to their productivity ranking (Haltiwanger, 2011; Foster et al., 2006, 2008). I
aim to provide information on this discussion for the French case. The third objective of the paper
is to assess productivity differences between entering, surviving and exiting firms. Many models
describing industrial dynamics, i.e. the ongoing process of firm entry and exit, are able to gener-
ate observed patterns in firm dynamics supposing that firm exit is driven by a lower productivity
level compared to other competitors. I examine whether this assumption is valid for the case of
firms active in French manufacturing industries. For this purpose I follow the empirical strategy
in Fariias and Ruano (2005) who analyze Spain manufacturing industries. That is, I apply the
concept of stochastical dominance by comparing the productivity distributions of the considered
firm groups. The investigation of the relation between firm productivity and firm selection is cru-
cial to understand whether the economy moves towards higher efficiency. This view is related to
the Schumpeter theory referring to creative destruction, where more efficient firms are supposed
to replace less efficient firms. It is therefore interesting to investigate whether such dynamics can
also be observed in the case of the French manufacturing industries, especially in the light of the
economic distress during the past decade.

My results show that for most industries aggregate productivity is mainly driven by productiv-
ity improvements of surviving firms (within change). Also, I find that the contribution of aggre-
gate productivity changes due to shifts in the market shares of surviving firms (between change)
is mainly negative, indicating inefficient dynamic allocation (Haltiwanger, 2011). Furthermore,
for many industries and years, firm entry is positively related to aggregate productivity growth.
Firm exit, instead, shows varying signs with respects to its contribution to aggregate productivity.
However, note that I find substantial differences among industries with respect to aggregate pro-
ductivity dynamics and the contributions of the three firm groups, survivors, entrants and exitors.
My study also shows that firms’ have a high degree of persistency in productivity, meaning that
firms’ current productivity level strongly determines their future productivity level. The investi-
gation of productivity differences reveals the following results: survivors have higher productivity
levels compared to entering and exiting firms; entrants have higher productivity compared to exi-
tors; and surviving entrants have higher productivity compared to failing entrants;>

The paper is organized as follows. Section 2 reviews more in detail the related literature; Section
3 presents the data and descriptive statistics; Section 4 introduces the analytical framework; Section
5 describes the empirical results; Section 6 discusses limits of my study; and Section 7 concludes.

2 Related literature

Productivity dynamics is a very well documented area in the field of empirical industrial organi-
zation. The main objectives of this work is the study of aggregate productivity for the case of the
French manufacturing industries as well as to investigate productivity differences between entering,
surviving and exiting firms as well as differences among size groups. In the following I will present
the related literature with respect to these aspects.

2.1 Aggregate productivity

Aggregated productivity can be viewed as a weighted average of individual firms’ productivity

level, given by
Nr¢

Qpn = antwnta n=1,---,Np, (1)
nel

where Q;; denotes the aggregate productivity level of a given industry I at point ¢, s,; is the
markets share of a firm n and wy; its corresponding individual productivity level. Np; denotes
industry I’s the total number of active firms in t. AQ;; = Q¢ — Qr¢—1, the change in aggregate
productivity, varies due to two reasons: (i) through a change of single firm’s productivity wy;, in
this case the literature refers to "within-firm" productivity change; (ii) market-share reallocations,
i.e. a change in a firm’s market share s,;; in this case the literature refers to "between-firm"
productivity change. The number of firms in a given industry changes with firm entry and exit
over time. Entering and incumbent firms recover market shares from other incumbents and/or

2Surviving entrants are firms that are active for at least two consecutive years after entry. Instead, failing entrants
are firms that exit the market in the year following the year of entry. For more details, see Section 5.4.4.



exiting firms. In this context it is interesting to measure to which extent entering and exiting firms
contribute to the aggregate productivity. Some important studies considering the measurement of
these aspects are reviewed in this section.

An extensive study on patterns of productivity dynamics was conducted by Baily et al. (1992)
using U.S. plant-level data ranging from 1963 to 1987. They developed probably the first pro-
ductivity decomposition to measure explicitly the contributions of entrants, survivors and exitors
to aggregate productivity growth. Baily et al. (1992) find that entry and exit has a very small
contribution to aggregate productivity changes. Instead, within-firm productivity changes repre-
sent the largest effect on aggregate productivity growths, whereas reallocation of output shares, i.e.
between-firm changes in productivity, has a much smaller but positive impact. The positive contri-
bution of between-firm productivity growth implies that firms doing well in productivity relative to
their competitors gain market shares. Analyzing the Israeli manufacturing industry between 1979
and 1988, Griliches and Regev (1995) also find that output reallocation between firms played a
much less important role compared to within contribution, i.e. firms’ proper productivity growth,
which has increased the aggregated productivity at most. Investigating the U.S. telecommunication
industry Olley and Pakes (1996) find evidence of an important role of reallocation for aggregate
productivity growth. Melitz and Polanec (2015), to my knowledge the most recent approach of
productivity decomposition, apply their method on the Slovenian manufacturing industry, covering
the period from 1995 - 2000. The study reveals that within-firm growth in productivity carries
the largest part of the aggregate productivity growth.® Levinsohn and Petrin (1999) investigate
Chilean data of firms belonging to the manufacturing industries. They refer to the "real productiv-
ity case" if single firms’ productivity changes and to the "rationalization case", when firms’ market
shares are transferred to more productive firms by the process of market selection. They find that
the rationalization case is of higher empirical importance when industries gain in productivity. In-
stead, when industries’ aggregate productivity decreases, the real productivity case turns out to be
more important. Foster et al. (2001) review many of the methods applied for the decomposition of
productivity growth. Comparing the studies they highlight that the within-firm component varies
with the business cycle: in phases with strong productivity growth, the within-firm component
contributes significantly, whereas in phases with lower growth rates the within contribution de-
creases. Foster et al. (2006) analyze productivity dynamics in the U.S retail trade sector, covering
a period over 10 years. They find that reallocation accounts considerably to productivity growth,
i.e. aggregated productivity mainly increased due to the transfer of market shares from low to
higher productive firms. They also show that firms are only little mobile in terms of productivity
ranking, meaning low/high productive firms tend to stay low/high productive firms, given they
have survived.* Moreover, their study reveals that less productive firms are much more likely to
exit the market compared to high productive firms. Foster et al. (2008) confirm this result, using
U.S manufacturing firm-level data, from 1977 to 1997.

In the international trade literature, the concept of productivity decomposition is used to mea-
sure the contribution of exporting and nonexporting firms to aggregate productivity growth in order
to derive the effect on trade liberalization of a given industry’s performance. For instance, Pavenik
(2002) analyzes Chilean firm-level data from manufacturing industries and finds that about 1/3 of
the increase in aggregated productivity is associated with individual firms’ productivity improve-
ment (within-firm increase in productivity) and about 2/3 to market share shifts from less to more
productive firms (between-firm increase in productivity). Moreover, aggregate productivity grew
most in sectors in which international trade was prevailing. Similarly, Bernard and Jensen (1999)
analyse U.S. data of manufacturing industries and find that roughly 20% aggregate productivity
growth is accounted by reallocation of market shares from of less productive non exporting firms
towards their more productive exporting competitors.

Generally, the presented studies show that there is no common law which of the productivity
components - i.e. within/between productivity improvement of surviving firms as well as the
contribution of entering and exiting firms - dominates aggregate productivity growth. Instead,
the studies suggest that this depends on the inherent characteristics of a given industry as well as
exogenous macroeconomic influences. To give an example, the already mentioned study by Foster
et al. (2006) showed that the retail sectors are much more dynamic with respect to entry and exit
compared to manufacturing industries. The between firm change in aggregate productivity is much
more important than the within change. Foster et al. (2006) explain this latter finding by the fact
that in the retail sector output markets are much more flexible, i.e. consumers can easily change
suppliers, implying that market shares also change more easily from less to high productivity firms.

3See details in Section 4.3.
4Also see Baily et al. (1992), who find similar results.



General differences in terms of entry and exit dynamics between the manufacturing and other
industries such as the the retail sector may be due to lower entry barriers: the manufacturing
industries are typically characterized by higher fixed costs to carry by firms. If fixed costs are
sunk they can be linked to entry barriers which in turn explain low entry rates, see Geroski (1995)
and the cited literature therein. When considering the within-firm productivity improvements the
question of what determines firm productivity is indispensable. There is a large list of factors
directly affecting firm-level productivity, to name only a few: managerial practice, higher-quality
inputs factors, R&D activity, firm structure and product innovation. The analysis of drivers for
individual productivity is beyond the scope of my work, for a detailed discussion see Bartelsman
and Doms (2000) and Syverson (2011).

2.2 Productivity differences between firm groups

In well known industry models such as Jovanovic (1982) and Hopenhayn (1992) firms’ produc-
tivity plays an important role both with respect to market selection and firm size. For instance,
in the model presented in Hopenhayn (1992), firms’ at their moment of entry draw their initial
productivity level, say w0, from the same distribution. In future periods, firms’ productivity is
exogenously updated, following a first-order Markov process. That is, firms with higher initial
productivity levels are more likely to receive positive productivity shocks (updates), whereas low
productivity firms are more likely to receive relatively small or negative productivity shocks. The
model further assumes that there is a productivity threshold, say w, below which firms exit the
market at ¢ (firm selection) if their productivity level falls below the threshold at ¢ — 1. This
process should, generally, sustain dynamic allocative efficiency, already mentioned above. This is
because entering and/or surviving firms, endowed with a productivity above the threshold w, take
over left market shares from the exiting firms, implying that market shares wander from lower to
higher productivity firms. Farifias and Ruano (2005) tested the hypothesis of Hopenhayn’s model
for Spain manufacturing industries between 1990 and 1997. Their results confirm the model as-
sumptions, finding that surviving firms exhibit higher productivity levels compared to entrants and
exitors. They also showed that entrants have higher productivity compared to exitors, for a given
cohort. The importance of initial productivity endowment is also shown by the finding that sur-
viving entrants turn out to have higher productivity levels compared to failing entrants.” Wagner
(2010) replicates the study presented by Farifias and Ruano (2005) for the German case (for both
West and East Germany). Using labor productivity as a measure for firm productivity Wagner’s
results confirm Farinas and Ruano (2005) findings. As Wagner (2010) highlights, the results about
productivity differences with respect to the firms groups survivors, entrants and exitors underline
the Schumpeter theory of creative (or constructive) destruction, i.e. firms with higher productivity
replace firms with lower productivity. As already mentioned, in the industry models presented by
Jovanovic (1982), Hopenhayn (1992) or Ericson and Pakes (1995), the only source of heterogeneity
is given by firms’ level of productivity. For this reason, firm sizes should generally reflect firms’ level
of productivity, i.e. higher productivity firms should also be larger. A positive correlation between
firm productivity and firm size is found by Leung et al. (2008) for Canadian manufacturing and
non-manufacturing industries. They find for both sectors a strong relation between firm size and
firm productivity (measured both in labor productivity and total factor productivity (TFP)), with
a large productivity gap between small and large firms. Van Biesebroeck (2005) found evidence
for higher labor productivity of large firms active in African manufacturing industries. Instead,
when considering total factor productivity, the difference seem to vanish, i.e., larger firms do not
systematically show a higher total factor productivity compared to smaller firms.

3 Data and descriptive statistics

I analyse French firm-level data containing the universe of firms active in different 2-digit manu-
facturing industries. For this purpose I combine the (fiscal) data bases FICUS and FARE covering
the periods 1994-2007 and 2008-2016, respectively. The data bases contain detailed information
about firms’ reports in balance sheets and income statements. Note that, in 2008 the French in-
stitute for statistics and economic studies (INSEE) made significant changes with respect to the
industry nomenclature firms belong to. In both data bases, the principal industry identifier is on
the 4-digit level, where in FICUS industries industries were differently labelled compared to FARE.

5Note that Farifas and Ruano (2005) analysing data from 1990 to 1997 define surviving and failing entrants
for five cohorts, 1990 - 1994. For each cohort surviving entrants are identified by those firms surviving until 1997,
whereas failing entrants are those firms exiting the market before 1997.



In order to guarantee consistency in the industry nomenclature I manage to use throughout the
whole period, 1994-2016, the same industry nomenclature. This is important especially for firms
that have exit the market before 2008, and for which it is not known for sure to which industry
they would have belonged to in FARE. For a more detailed description of the construction of the
data set, see Appendix A.

3.1 Variables

Since my prior interest is to estimate firm-level productivity through the estimation of a production
function, I describe in the following the required variables for this purpose. Beginning with firms’
gross output I use firms’ total production, which is the sum of firms’ sales, stocked production
and capitalized production. Furthermore, as firms’ capital stock I use their amount of tangible
assets, labor is measured by the number of employees and intermediary products consumption by
the sum of the expenditures for raw and intermediary materials. All variables are deflated by
the corresponding 2-digit industry price index. It is noteworthy that in FICUS firms with zero
employees (i.e. self-employees) are not explicitly observed, even though firms may temporarily
(for economic reasons) report zero employees. In FARE, instead, these firms are observed, which
enlarges considerably the data base. To establish consistency between both data sets firms with
zero employees are dropped.®

3.2 Number of firms, entry and exit

Since I use fiscal data, firms’ report on their balance and income statement is mandatory. However,
I also observe some non-report, especially for very small firms. Generally, the number of firms varies
in the data through non-report, ambiguous firm status (temporal inactivity) and firm entry and
firm exit. Unfortunately, it is not definitely possible to distinguish between non-report, temporal
inactivity, and firm exit. For this reason I adopt the following approach to identify firm entry and
exit.

Let ant € {0,1} be a firm state variable, taking the value 0 in case of inactivity, and 1, if the
firm is active. A firm is said to be active at t, if it reports nonzero data for one of the following
variables: total production, turnover and/or net profits. In all other cases the firm is supposed to
be inactive. Further, survival is denoted by s,,; € {0,1} with s,y = 1 if ap -1 = ane = an 141 = 1.
Entry is denoted by e, € {0,1} with e, = 1 if ant—1 = 0 and aps = an 41 = 1. Exit is denoted
by e, € {0,1} with e, = 1if apt—1 = ant = 1 and a, 41 = 0. In the literature firm entry
and exit is often measured by looking one period ahead (see for instance Blanchard et al. (2014)).
lLe., ext =1if ap+—1 = 0 and a,; = 1, and similarly with firm exit. However, measuring entry
and exit in this way introduces some ambiguity with respect to the identification of entrants and
exitors. This can be seen in Table 1. In the very last row, where the firm is only active in ¢,
it could be considered as an entrant and/or exitor in ¢. Instead, I prefer to use the alternative
convention and consider firms exhibiting an activity sequence as described in the last row of Table
1 as unidentified.

Table 1: Firm status example
Variable activity (0/1)

ni—1  Opt G4l Status in ¢ Binary firm status variables in ¢
1 1 1 Survivor smt=1,€e,=0,€,=0
0 1 1 Entrant Snt = 0, e;tt =1¢,=0
1 1 0 Exitor Snt = 0, CL =0,e,=1
0 1 0 Not identified s,; =0, eflt =0, e, =0

Using these definitions, the aggregate number of firms is given by:

Ne=2 Yt = D0 Lowm + D Uegma] D Vg 2 Liwnimol (@)

nel; neli_q nel; nel; nel;
=S+ Ef+E; +U;
=N, 1 +Ef—E_ [ +U,

6Note that in the data I frequently observe that very small firms alter between reporting zero and one employee.
See Appendix A for more details on changes in the number of observations of firms with zero and one employee.



where I; denotes the set of firm IDs included in the data at ¢. The total number of survivors,
entrants, exitors and non-identified firms are denoted by Sy, E;f, F; and U;. The notation 114
denotes a dummy variable equal to 1 if the condition A in brackets is satisfied and 0 otherwise.”

3.3 Descriptive statistics

I now present descriptive statistics of the underlying data set. Table 2 summarizes some statistics
with respect to firm size. The figures represent averages over all years. It can be seen that most
firms are within the groups up to 9 employees. The first three size groups represent more than 70%
of all firms. Generally the number of firms decreases with firm size, where the group of firms with
more than 500 employees represent only 0.7% of all firms. Contrarily, small firms only represent
a very small percentage in terms of labor demand: all firms with less than 49 employees demand
about 25% of all work force, where the group of firms with more than 500 employees demand about
40% of the work force. The table also shows that firm age is increasing in firm size. Regarding
the last three columns that provide insights about firms survival, entry and exit rates. The figures
show that small firms are much more dynamic in terms of entry and exit compared to larger firms.
I measure an entry (exit) rate for firms with only one employee of about 14.8% (15.0); for firms
with more than 100 employees only about 3% (3.5%) and less.

Table 2: Summary Statistics Size

Size # of Share # of Share of Age Survival Entry Exit
firms of firms employees employees Rate Rate Rate
1 8810 16.7 8810 0.6 12.1 55.1 14.8 15.0
2-4 16846 31.8 48161 3.3 123 73.0 9.1 8.7
5-9 12054 22.8 79979 54 14.1 77.3 6.6 6.9
10-19 6202 11.7 84376 5.7 17.7 81.1 4.9 5.5
20-49 5031 9.5 160544 10.8 22.7 84.0 3.2 3.9
50-99 1690 3.2 119209 81 25.6 84.5 2.9 3.8
100-199 1111 2.1 156271 10.6  26.8 85.1 2.8 3.5
200-499 771 1.5 236276 16.0 27.7 86.3 2.5 2.8
>=500 383 0.7 586439 39.6 28.5 85.9 3.0 2.7
Total 52898 100.0 1480065 100.1  19.7 72.9 9.7 7.8

Analogously, Table 3 shows the same statistics with respect to the 2-digit industries. As
can be seen that industry 10 (food processing) is by fare the largest industry, including about
57% of all firms representing a share of employees of about 31%. This industry also shows the
highest average firm entry rates, given by 8.8%. Share of firms for the remaining industries are
given for 4.7% (textiles), 8.9% (wood products), 2.3% (pulp/paper), 3.9% (chemical products),
1.5% (metals), 9% (machines), 2.9% (automobiles) and 9.1% (furniture). In terms of number
of employees the industries "chemical products", "machines" and "automobiles" employ most
workers (after industry "food"), with shares respectively given by 12%, 12.8% and 17.8%. Across
the industries, the average entry rates vary between 4.4 % (pulp/paper) and 8.6% (furniture).
Similarly, the average exit rates varies between 5.2% (pulp/paper) and 9.9% (furniture).

Table 3: Summary Statistics: Industries

Industry® # of Share # of Share of ge Survival Entry Exit
firms of firms employees employees Rate Rate Rate
10 30539 57.7 471781 319 136 72.3 8.8 8.5
13 2465 4.7 70331 4.8 199 77.5 5.8 7.2
16 4729 8.9 70667 4.8 173 76.2 6.8 7.2
17 1220 2.3 79510 54 21.6 81.2 4.4 5.2
20 2042 3.9 178005 12.0 20.8 78.5 5.7 6.2
24 813 1.5 93098 6.3 20.6 79.8 5.7 5.6
28 4753 9.0 189750 12.8 175 76.2 7.3 7.5
29 1548 2.9 263230 17.8 18.2 78.3 6.0 6.2
31 4803 9.1 63711 4.3 149 71.3 8.6 9.9
Total 52912 100.0 1480083 100.0 18.3 76.8 6.6 7.1

#Industry description: 10 (food), 13 (textile), 16 (wood), 17 (pulp/paper), 20 (chemical products), 24
(metals), 28 (machines), 29 (automobiles), 31 (furniture).

"Note that the data does not allow to track mergers and acquisitions. This means that if, for instance, two firms
have merged, the emergent firm obtains a new firm id, whereas the former ids from the two merged firms disappear.
Statistically, for this case and the underlying data, we observe two firm exits and one entry.



Figure 1 illustrates the times series of the number of firms for different size groups with respect
to the number of employees: small firms with less than 10 employees, small-medium firms with
11-50, medium firms with 51-150, medium-big firms with 151-500 and big firms with more than
500 employees. The left plot shows the evolution of the number of firms of the groups "small" and
"small-medium", where the solid line represents the groups of small firms. It can be seen that in
2007 there is a significant decrease in the number of firms. This relatively low number of firms in
2015 is linked to firms that are exceptionally registered with zero employees and, hence, drop out
of the sample (since I only keep firms with at least one employee). Many dropped firms report
in 2016 again one employee (or more), which is the reason for the sharp increase in the number
of firms for that year.® The group of small-medium firms, represented by the dashed line, also
exhibits a negative trend from 2005, however, the negative trend is much more modest compared
to the decrease in the number of small firms. Considering the figure on the right hand side, all firm
groups, "medium" (dotted line), "medium-large" (dashed-dotted line) and "large" (dashed line)
show, after a their highest level between 2000 and 2005 a significant ongoing negative trend until
2016.
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Figure 1: Evolution of the number of firms for different size groups.
Note: Firms size groups with respect to the number of employees: small (1-10), small-medium
(11-50), medium (51-150), medium-big (151-500), big (>500).

Figure 2 summarizes throughout the whole period and over all industries the evolution of the
number of firms (on the left y-axis) as well as the entry and exit rates (on the right y-axis). Again
there is a negative trend in the number of firms after 2007 (represented by the dashed line). This
pattern is also reflected by the entry and exit rates, represented by the solid and dotted lines,
respectively. While before 2007 these rates fluctuate around each other, from 2007 the exit rate
lies continuously over the entry rate, translating into excess exit.

8See Appendix A for more details with respect to firms shifting between zero and one employee.
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Figure 2: Firm dynamics

To complete the description of the data Figure 3 illustrates the change over time of the aggre-
gate of the input factors and output. For each variable, the time series represents the index value
(normalized to 100 in 1994) of the aggregate over all firms. It can be seen that total production,
represented by the solid line (closely followed by the dotted line for intermediary products), expe-
riences a sharp decline during the time of the financial and economic crisis between 2007 and 2009,
and seems to slightly recover until 2016, ending up with a production level of 123.1% compared
to 1994. Aggregate capital, instead, rose constantly and reached in 2016 a level 85.7% above the
initial one. Contrarily, aggregate labor has decreased from 2002 on, with a level of only 90.5%
compared to 1994.
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Figure 3: Evolution input quantities and production

4 Analytical framework

The objectives of the study is the investigation of firm-level productivity with respect to three as-
pects: (i) studying aggregate productivity change by decomposing total factor productivity (TFP)
into the contribution of surviving, entering and exiting firms, (ii) identifying the degree of persis-
tence of productivity and (iii) comparing the productivity differences between entrants, survivors
and exitors. For this purpose, the first step is to obtain consistent estimates of the production
function, from which firm-level productivity is recovered. In the following I describe the adopted
methodology to estimate the production function as well as the analytical framework for the men-
tioned points (i) - (iii).

4.1 Productivity estimation

A firm n’s productivity measures how efficiently the firm transforms production inputs into output
compared to its competitors. Formally, productivity is integrated in the production technology
which is described by a production function. For my purpose I suppose a gross output translog
production technology, given by

Ynt = Qg —+ Z Oli(E;t + 5 Z aijxiltxflt + Wnt + €Ent, (3)
) ij

where y,,; denotes the logarithm of a firm’s gross output production and x!, with i = (k,1,m)
denotes the log of input factors capital, labor and intermediary products (materials). wy; rep-
resents the log-level of productivity, known to (or anticipated by) the firm but unknown to the
econometrician. €,; represents an iid shock. Note that, as common in the production function
literature, I suppose that firms’ capital stock evolves according to K,; = k(Kpi—1, Int—1), where
K.+ =exp (wﬁt) and I,,; denotes a firm’s amount of investments. This timing assumption implies
that capital is fixed when a firm observes the innovation in productivity w,:. Instead, labor inputs
are supposed to be flexible, and hence adjustable with respect to wy,;. As has been extensively
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discussed in many studies such as Olley and Pakes (1996) (OP, henceforth), Levinsohn and Petrin
(2003) (LP, henceforth), Ackerberg et al. (2015) (ACF, henceforth) and Wooldridge (2009) a cru-
cial difficulty to deal with when estimating production functions consists in the endogeneity of the
explanatory variables, arising when a firm chooses its flexible inputs (here z!,, ™) as a function
of the productivity shocks wy,;. To circumvent the endogeneity problem OP were the first propos-
ing a two stage estimator and using firm investments as proxy variable to control for unobserved
heterogeneity. The LP approach suggests to use materials as a proxy since firm investments take
frequently zero values. I will estimate the production function presented in equation 3 in the LP
spirit, and proceed very similar to ACF.? The identification strategy of the production function
parameters is briefly presented in the following. In the first stage a scalar observable is used to
control for the unobserved productivity. As auxiliary variable the flexible input factor intermediate
products is used, which is supposed to be generated as a function of capital and labor input as
well as the unobserved productivity, expressed by z)} = ft(xﬁt, zl, wni). The key assumption in
the first step is the assumption of strict monotonicity of z7} in wy;. This assumptions implies
invertibility of f; in wyy, yielding wpy = f; H(«%,, zL,, 2), which is then substituted into equation
(3) to obtain

;oL i J o F-lk
Ynt = @0 + Z Ty, + 5 Z Qig Ty + f (T T T) + Ent (4)
i ij

= D(app, Ty, Tpy) + €nt, (5)

where f[l is treated nonparametrically and

| S
D(x),, hy, xy) = a0 + Zaix;t + 5 Z Ty Ty + f N T ) (6)
i ij

The specification of the (nonparametric) first step yields a conditional mean given by

kol kol
E (ynt‘xnhxnt’x:?t) = q)(l‘nt,.’llnt,.ﬁﬁ) (7)
with the corresponding moment conditions given by

k ! m k 1 m k l m\ __
E (e’ﬂt|xnt7 Lnts Tnts irn,tfl? xn,tflv xn,tfh oy Tl Tpts xnl) =0. (8)
In this first stage the parameters of interests, ap and o = (a;, «;), are not identified. Instead, a

nonparametric estimate of ®(x¥,, z!,, ) denoted by ®(xk,, !, 2™ ) is obtained, which will be

of further importance. In the second stage the parameters in «, (but not the constant «y), are
identified. To accomplish the identification, the second key assumption lies on the productivity
shock wy, which is assumed to be a first order Markov process, i.e.,

Wnt = E (wnt|wn,t71) + gnh (9)
where &, is an iid error term with E(&,|w, ¢—1) =0 . From equation (6) it follows that

—

. , 1 o
ap + wpe() = ‘p(xlfm mim Tnt) — Z Ty + ) Z Ty Ty (10)
i ij

the innovations in w,;, namely ént, can be estimated by regressing ozo/Jr\wm(oz) on a higher order
polynomial of oy + wy,—1() for some initial values for the parameters in .!” Finally, o can be
estimated by a search over the space of the parameters in «, imposing the moment conditions!'!

_ lfﬁt -
mn,tfl
Tty
(k)2

nt

E &) | (2h,,)? =0. (11)

(fﬁtq)j
mn,t—lxnt

m k
xn,t—lxnt

m 1
LTpt—1Tnt—1

9 Also see De Loecker and Warzynski (2012) for a further application.

10 A5 initial values I use the estimated coefficients of an OLS regression of y,¢ on all variables of the gross output
production function.

11 The choice of the instruments in the moment equation (11) is related to the timing assumption mentioned above.
Since I suppose that firms chose their capital input at ¢ — 1, whereas the flexible input factor labor is supposed to
be chosen at t, I use the instruments xfw and a;ihtfl that should be orthogonal to the shocks in innovation, given
by &nt-
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Note that the moment conditions are derived from the first order Markov assumption (given in
equation (9)), implying orthogonality between the production input factors and the innovation to
productivity, &,;.

4.1.1 Productivity index

By obtaining estimates of the production function parameters I construct for each firm a produc-
tivity index following Pavenik (2002). In most cases, firms productivity can be seen as a residual
between the observed and the predicted (conditional mean) value. The proposed productivity in-
dex, instead, is constructed as the difference between individuals firms productivity and that of a
reference firm, where the reference firm is an artificial (mean) firm for a specific year. I choose 2014
as the reference year. As Pavenik (2002) (and the concerned literature therein) argues, construct-
ing the productivity index in this way has the desired properties of transitivity and insensitivity
to units of measurement. More precisely, firms’ productivity index, denoted by &@,;, is normalized
as follows

~ A g 1 ~ i j — ~
Wnt = Ynt — E QT + by Z aijxntlet - (yr - yr) ) (12)
7 ij

where 3, = N1 25;1 Ynr, With the reference year r = 2014 and N, the number of firms in this
year. The predicted log output of the reference firm is given by

gr =D T + % > Gijaial, (13)
7 ]

where zia7 is the average of the product of z. and zJ.

4.1.2 Output elasticities

The estimation of the technology parameters of the translog production function now also allows us
to obtain for each firm (and time period) output elasticities as well as economies of scale estimates.
Output elasticities for each input factor are obtained by

— 0 . ~ .
elas,, = az?t = a&; + Z Qi) (14)
nt ;
J

The firm-level estimate for returns to scale is given by

— —k

—1 —m
scale,; = elas,; + elas,, + elas

(15)

nt-

4.2 Productivity persistence

In order to analyze the distributional dynamics of firms’ productivity I follow Johnson (2000)
and Johnson (2005), who investigates distributional dynamics in the context of U.S. cross-country
production and income. Let the productivity distribution at ¢ is given by f:(w). This distribution
evolves over time and takes the form f;,, at t + 7 for 7 > 0. Assuming that a time invariant and
first-order Markov process drives the evolution of the productivity distribution, the distribution at
t+ 7 can be described by fii-(@) = [ g-(@|w) fi(w)dw, where g (®|w) denotes the productivity
distribution at ¢ + 7 conditioned on firms’ productivity at ¢ and f;(w) the marginal productivity
distribution in ¢.'? In order to analyse how firms improve their productivity, conditional on their
productivity level in the past, I am interested in the estimation of g, (&|w), by

_ ét—nt(% fl’) 16
ftf‘r(w) ( )

97 (@lw)

with the joint and marginal distribution qgt_m(w,o?) and ft_T(w). These objects are estimated
- N, T, . . . . .
based on the couples {wnt,wm_T}n:l,t:l, using conventional nonparametric kernel density esti-

12g. (@|w) that can be seen as a representation of continuous state transitions, whereas in the case of discrete state
measures transition matrices are often employed for the representation.
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mation methods (Li and Racine, 2011, Chapter 1 and 5), given

Frra(, ) = NTh he ZX_:KCM T_w>K(wn2;w> (17)
fier @) = 7 ng (“’” T‘“">, (18)

where K(.) denotes a second order Gaussian kernel and h,, and hg are the bandwidths, optimally
chosen by the data-driven likelihood cross-validation method.'3

4.3 Productivity decomposition

In the following I present the adopted methodology to measure aggregate productivity growth and
its decomposition into those parts contributed by surviving, entering and exiting firms.

4.3.1 The Dynamic Olley-Pakes Decomposition

Olley and Pakes (1996) presented static approach (without entry and exit) to calculate an industry’s
aggregate productivity. The basic expression of this measure was given in equation (1), which is
simply, for a given industry, a weighted average of firms’ productivity, weighted by firms’ market
shares, s,;. It can be shown that this weighted average can be further separated by

Qt = (Dt + Z (Snt - §t) (Wnt - wt)
= &t + Nicov(spt, Wnt) (19)

where wy; = Nt_1 Zﬁll wn denotes an industry’s unweighted average productivity, Ny, the number
of active firms and 5, = 1/N; the mean market share. That is, an industry’s aggregate productivity
is composed of an unweighted average of firms’ productivity and the covariance between firms’
productivity and their market shares. Note that, since the cov operator already contains division
by N;, we need to premultiply cov(.) by N¢, such that the second equality is equivalent to the
first equality. Considering the change in aggregate productivity, AQ; = Aoy + ANcov(spt, Wt ),
it can be seen that aggregate productivity growth is transmitted by the change in the unweighted
mean (referred to within-change) and by a change in the covariance between firms’ productivity
and market shares (referred to between-change).

In a dynamic setting with entry and exit, {2; is further composed of the aggregate productivity
of surviving, entering and exiting firms. To measure the contribution of the three firms groups I
adopt the Dynamic Olley-Pakes Decomposition (DOPD, henceforth; (Melitz and Polanec, 2015)).14
Let St = >, Snt be the aggregate market share of a group G, where G € {E, S, X'}, represents
either the set of entrants, survivors and exitors. A group’s aggregate productivity is then defined by
Qat = > nec (8nt/Sat) wne. Considering two periods, the aggregate productivity can be expressed
as a weighted mean of the mentioned groups:

Q1 = S510s1 + Sx190x1 = Qg1 + Sx1(x1 — Vs1) (20)
Qg = 852052 + Sp2Qp2 = Qgo + SE2(QE2 — Ng2). (21)

In each period the aggregate productivity is a weighted average of the aggregate productivity
measures of the underlying firm groups: More precisely, at ¢ = 1 the overall aggregate productivity
is composed of the aggregate productivity of surviving firms from ¢ = 1 to t = 2 as well as the
aggregate productivity of exiting firms (those firms active for the last time in ¢ = 1). Instead, at
t = 2, the overall aggregate productivity is composed of the aggregate productivity of surviving
firms and entering firms. The difference in aggregate productivity between both periods can be
derived by AQ = Qs — Q5 and is given by

AQ = (Qg2 — Qs1) + Sp2(QE2 — Qs2) + Sx1(2s1 — Ax1)
Survivors Entrants Exitors

= A(ZJS —|— ANSCOUS —|— SEQ(QEQ — QSQ) —|— SXI(Q,S’l — QXl)- (22)

13For the empirical application I use the np package from R (Hayfield and Racine, 2015). Optimal bandwidths are
computed using the the likelihood cross-validation method, which is, compared to the least square cross-validation
method, computationally more efficiency, see Henderson and Parmeter (2015, p. 67).

14See Autor et al. (2019) for an application of the DOPD approach with respect to labor share dynamics in U.S.
manufacturing industries.
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As already pointed out by Griliches and Regev (1995), entering and exiting firms can have a
positive or negative contribution to aggregate productivity depending on the considered reference
level of productivity. As can be seen in equation (22), in the DOPD approach entering firms’
contribution to aggregate productivity increases with their aggregate productivity level in the
second period, given by Qgo. That is, only if the aggregate productivity of entering firms is higher
compared to the aggregate productivity of surviving firms, entering firms contribute positively to
aggregate productivity growth. Similarly, exiting firms’ only contribute positively to aggregate
productivity if their aggregate productivity in the first period, given by Qx1, is lower compared
to the aggregate productivity of surviving firms in the same period. Finally, surviving firms only
contribute positively to aggregate productivity, if their aggregate productivity in the second period
is higher compared to the first period.

4.3.2 Identification of firm entry and exit for the DOPD analysis

Generally, it would be desirable to present the yearly changes throughout the whole sample period.
However, since my data set comprises 23 years I only report aggregate productivity changes in
three-year waves. In Section 5.3, I report productivity changes for the waves 1998, 2001, 2004,
2007, 2010, 2013 and 2016, where all changes are relative to the initial measure in 1995.1

Since the DOPD approach aims to assign the contribution of surviving, entering and exiting
firms to aggregate productivity change I need to identify firms that have survived, entered or exited
between the initial year 1995 and the given wave. This means that I need to define firms’ status
of either survivor, entrant or exitor for the case of longer time spans. For this purpose I make use
the definitions made in Section 3.2 by adding some extra constraints: Let t; be the initial year
(here 1995) and ¢ € {1998,2001, 2004, 2007, 2010, 2013, 2016} be the last year of the [t1,t5] wave.
A firm is said to survive between t; and t5 if the firm is active both in ¢; and t5. Moreover, a firm
is said to have entered the market between ¢, and t5 if (i) the firm has been registered to have
entered the market, i.e., e/, = 1 for some t with ¢; < ¢ < t5, and (ii) if the firm was inactive in #;
but active in ts, i.e. ans =0 and an ¢, = 1. Analogously, a firm is said to have exited the market
between ¢; and ¢y if (i) the firm has been registered to have exited the market, i.e., e, = 1 for
some t with t; < ¢ < £ and if (ii) the firm was active in ¢; but inactive in tg, i.e., ans, = 1 and
Qn,ty = 0.

4.4 Productivity differences between firm groups

I am interested in investigating productivity differences between different firm groups, such as en-
tering, surviving and exiting firms but also between small, medium and big sized firms. For this
purpose follow Farinas and Ruano (2005) who analyzed these aspects for Spanish manufacturing
industries. The analysis is conducted in two parts: (i) by a graphically comparison between the
empirical cumulative density function (ECDF) of the firms belonging to the different groups and
(ii) by statistically testing differences among these distributions.

(i) Graphical comparison
In order to graphically analyze the distributions between different groups of firms I visualize the
CDEF’s of the corresponding firm group. This allows to compare the whole productivity distributions
of different groups of firms, instead of only comparing single moments, such as the mean or median.
Let EFg(c) be the productivity ECDF of a specific firm group, where

- 1
FG(C) = Nig Z l[cf.)ngc]a (23)
neG

where 114 denotes a dummy variable equal to 1 if the condition A in brackets is satisfied and
0 otherwise. The intuition of the concept of (first-order) stochastic dominance is, if the position
of productivity ECDF of group one is consistently located to the right of the ECDF of group
two, then the distribution of group two stochastically dominates the distribution of group one. For
each percentile, firms’ productivity levels belonging to group two are higher compared to group one.

(ii) Testing procedure
Let F; and F» be the CDF’s of firm productivity of two groups of firms (such as entrants and
survivors or exitors and survivors), for a given period ¢. First order stochastic dominance of Fj

15See Appendix D providing the DOPD analysis with 2007 as initial year and aggregate productivity growth rates
reported for the waves 2010, 2013 and 2016.
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with respect to F» implies F}(w) — Fo(w) < 0, with strict inequality for a specific productivity level
w, where P(w € R) = 1. The Kolmogorov-Smirnov test allows to test for stochastic dominance.'6
First, the two-sided test allows to test whether the distributions F} and F5 follow the same law
and is given by

Hy: su%Fl(w) —F(w) =0 wvs. Hp: su%Fl(w) — Fy(w)| #0, (24)
we we

The one-sided test, allows to specifically test which of the two distributions (first order) stochas-
tically dominates the other and is given by

Hy: sup{Fi(w) — F5(w)} =0 vs. Hyu:sup{Fi(w)— Fa(w)} > 0. (25)
weR w€eR

The respective test statistics for the two- and one-side test are given by

Ny - N. Ni-N.
KSYo = ‘/1T2 suplTy(w)|  and  KSR* = wlTQ sup Ty (@), (26)
we we

where Ty (w) = ﬁ'l,Nl (w) — 13’271\72 (w), with F17N1 and FQ’N2 the empirical CDF’s of F} and F5 and
N = N;+ N denotes the total number of observations from both distributions. Note that for many
situations it is possible that the one- and the two-sided test statistics take the same value, with
equal or varying p-values. Furthermore, the Kolmogorov-Smirnov test relies on the assumption
of independence of the observations. Firms productivity shocks, however, are supposed to be
first-order Markov and, therefore, assumed to be temporally dependent. By this reason I conduct
the test for chosen cohorts of entry and exit. That means, we compare productivity distributions
between entrants and survivors as well as between exitors and survivors, for some chosen years,
and rely only on independence over firms, and not over time periods.

5 Empirical results

Section 5.1 presents for each considered 2-digit industry the estimates of the production function
as well as the corresponding output elasticities and returns to scale estimates; Section 5.2 presents
the results of the analysis of productivity persistence; Section 5.3 reports results of the Dynamic
Olley-Pakes Productivity decomposition; and, finally, Section 5.4 discusses the findings concerning
productivity differences between different firm groups.

5.1 Production function estimates

In this section I will present the results of the estimates of the translog gross output production
function. In Appendix B Table 22 illustrates for each considered two-digit industry the parameter
estimates of the translog production function. However, I mainly discuss the estimates of firms’
output elasticities and returns to scale, given in Table 4.!7 Output elasticities and returns to scale
are estimated on the firm level, i.e. for each firm and year. The reported statistics, however, are
across all years (1994-2016) for a given two-digit industry. Generally, if a firm’s output elasticity
(with respect to capital, labor and/or materials) is estimated to be negative, the monotonicity
condition is not fulfilled. That is, an increase in the use of a production factor leads to a decrease
in the output level. This could be due to miss-specification in the underlying production function
and/or measurement errors in the data.

Considering first the output elasticities with respect to the input factor capital. It can be
seen that the industry for "pulp and paper" (17) reveals the highest output elasticity with respect
to the factor capital of 0.21, i.e. at the median an increase in 1% of capital is associated with
an increase of 0.21% of production. Generally, the median and the mean values are relatively
close, indicating for a low degree of skewness with respect to the distribution of firms’ output
elasticity with respect to capital. The last column reports the correlation between firms’ output
level and the output elasticities. It can be seen that especially for the industry "food processing"
(10) there is relatively strong positive correlation, i.e. firm with higher output levels also tend
to have a higher output elasticity with respect to capital. Many other industries, however, to
show the opposite sign, such as the industries "pulp and paper" (17), "chemical products" (20),
"basic metals" (24), "automobiles" (29) and "furniture" (31). Considering the estimates of output

16See Kolmogorov (1933) and Smirnov (1939).
17 Appendix B also provides exemplary R code of the estimation procedure.
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elasticity with respect to the input factor labor substantial differences among industries can be
seen. Here, the industry "food processing" (10) turns out to have the lowest median elasticity, given
by 0.33. Instead, the industry "machines" (28) reveals the highest median elasticity, give by 0.63.
Generally, however, firms’ output elasticity with respect to labor is estimated to be higher than
for capital. Moreover, the correlation between firms’ log production and output elasticity here also
shows varying signs among industries. More precisely, while I measure a positive correlation for the
industries "food", "wood", "metals" and "furniture", a negative correlation is found for the rest of
the industries. The output elasticity with respect to the remaining input factor materials show the
highest (median) amplitude. Here the lowest (highest) median output elasticity is measured for
the industry "food" (wood), given by 0.42 (0.61). Contrarily to the correlation between production
and the elasticities with respect to capital and labor, the correlation between production and the
output elasticity with respect to materials is positive throughout all industries. That is, the higher
a firm’s production level, the more efficiently materials are transformed into output. Finally,
Table 4 reports at the bottom the resulting returns to scale. Considering again the median value,
only the industries "food" shows considerable decreasing returns to scale at the median, given by
0.88. That is, an increase in inputs by 1% is associated with an increase in production by only
0.88%. The other industries reveal slightly increasing returns to scale, where the highest median
is estimated for the industry "chemical products", given by 1.13. For this industry and increase
in inputs of 1% is associated with an increase in production by 1.131%. Furthermore, except for
the industries "pulp and paper", "chemical products" and "basic metals", I measure a positive
correlation between firms’ production level and the degree of returns to scale.
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5.2

I now turn to the investigation of productivity dynamics based on the firm-level productivity esti-
mated through the translog production function. My first interest is to study persistence in firms’
level of productivity, or, in other words firms’ ability to improve their productivity throughout
time. As outlined in Section 4.2 I estimate the density of firms productivity in ¢ conditional on
their productivity at t — 1, that is 7 = 1. Figure 4 depicts the conditional density in a 3D plot and
Figure 5 the corresponding contour plot. While the 3D plot rather provides a general impression
of the conditional density, the contour plot allows for a precise analysis. Generally, both Figures
show that (measured over the whole period) from one year to another, firms’ productivity remains
for all productivity levels basically the same. The 3D plot illustrates this by a very peaked density

Table 4: Output elasticities and returns to scale

Output elasticity: capital

Industry min  median mean max sd cor (ynt, a\asit)
10 food —0.97 0.15 0.16 1.52 0.12 0.37
13 textiles —0.18 0.10 0.10 0.42 0.05 —0.35
16 wood -0.35 —-0.00 —0.01 0.28 0.06 0.07
17 pulp/paper —0.32 0.21 0.21 0.63 0.07 —0.35
20 chemical prod. 0.00 0.20 0.20 0.50 0.04 —0.49
24 metals —0.29 0.10 0.10 0.48 0.05 0.06
28 machines —0.38 0.08 0.09 0.87 0.10 —0.70
29 automobiles —0.60 0.06 0.06 1.20 0.10 —0.31
31 furniture —0.42 0.08 0.08 0.56 0.06 —-0.34
Output elasticity: labor
Industry min  median mean  max sd cor (ynt, e/l\asin)
10 food —0.53 0.33 0.34 1.51 0.12 0.04
13 textiles —-0.17 0.47 0.48 1.16 0.10 —0.40
16 wood —0.23 0.44 0.44 1.00 0.10 0.43
17 pulp/paper —0.07 0.42 0.43 1.23 0.12 —0.43
20 chemical prod. —0.23 0.38 0.38 1.13 0.09 —0.62
24 metals —0.24 0.34 0.34 0.80 0.14 —0.87
28 machines —0.12 0.63 0.63 1.53 0.13 0.25
29 automobiles -0.73 0.52 0.52 1.81 0.20 —0.51
31 furniture —0.27 0.37 0.38 1.18 0.14 0.55
Output elasticity: materials
Industry min  median mean  max sd cor (ym, aa\s::g)
10 food —0.45 0.42 0.41 1.34 0.10 0.35
13 textiles —0.11 0.48 0.48 0.92 0.09 0.66
16 wood 0.54 0.61 0.61 0.67 0.02 0.71
17 pulp/paper —0.08 0.45 0.45 1.02 0.10 0.59
20 chemical prod. 0.23 0.54 0.55 0.86 0.05 0.75
24 metals 0.21 0.60 0.60 1.01 0.12 0.93
28 machines —0.12 0.44 0.44 0.76 0.06 0.64
29 automobiles —0.33 0.49 0.51 1.38 0.19 0.81
31 furniture —0.22 0.53 0.53 1.17 0.08 0.06
Returns to scale
Industry min  median mean = max sd cor (ynt7 sc/zﬁem)
10 food 0.35 0.88 0.91 1.75 0.12 0.67
13 textiles 0.90 1.06 1.06 1.26 0.03 0.03
16 wood 0.60 1.04 1.04 1.37 0.08 0.77
17 pulp/paper 0.80 1.08 1.09 1.38 0.05 —0.39
20 chemical prod. 0.96 1.13 1.13 1.38 0.04 —0.76
24 metals 0.67 1.03 1.04 1.48 0.06 —0.15
28 machines 0.75 1.15 1.15 1.65 0.07 0.01
29 automobiles 0.50 1.09 1.09 1.80 0.08 0.23
31 furniture 0.62 0.97 0.98 1.38 0.08 0.74

Productivity persistence
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along the diagonal. Considering the contour plot, the bisecting line represents those productivity
levels for which firms’ productivity at ¢ exactly hits the productivity at ¢ — 1. It can seen that the
highest density (represented by the inner contour lines) throughout the whole support of the pro-
ductivity measures is very closely located around the bisecting line. This means that productivity
is highly persistent with respect to all levels of productivity. These findings are similar to Foster
et al. (2006), analysing the U.S. retail sector and Polanec (2004), for Slovenian manufacturing
industries. Also see Appendix C for conditional density estimates setting 7 = 3, for which case
very similar patterns are shown.
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Figure 4: 3D plot of the conditional density §; (ff)| )
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Figure 5: Contour of the conditional density §; (w|&)

In Section 4.1, equation (9) I assume that firms’ productivity follows a first order Markov
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process. Specifically,

Wnit :E(wnt|wn,t—1) + Ent

:(p(wn,t—l) + fnta

where E(wnt|wn1—1) = @(wn,—1) with the assumption E(&,;|wn,—1) = 0. I estimate nonparamet-
rically the conditional mean function, ¢, applying the local-linear least squares estimator, which
also enables to recover an estimate for the gradient ¢'(wy 1—1) = O¢(wp,1—1)/Own,—1. Note that,
in total, I have 997,764 estimates of the couple (Wn,wn —1) over all industries and years. How-
ever, since nonparametric estimation is computationally burdensome I randomly select only 20,000
couples to visualize the results. Figure 6 shows the estimated conditional mean function, here
represented by the solid line. Except at the boundaries, the function is shown to be increasing
and almost linear in @, ;—1, which means that firms with higher productivity in the past period
are very likely to be higher productive in the current period. The (bootstrapped) point-wise 95
% confidence interval is represented by the dashed line. Generally, the estimated function always
lies within the confidence intervals, indicating relatively reliable nonparametric estimates. This is
especially the case for the region &y, —1 € [—5,5], whereas at the boundaries, where less obser-
vations are available, the confidence intervals become wider and, thus, estimates are less precise.
Furthermore, the gradient estimate is shown in Figure 7. The estimated gradient, represented by
the solid line, shows to be relatively constant and positive within the region &, 1 € [—5,5]. This
indicates that there are no substantial differences between low and high productivity firms with
respect to the importance of firms past productivity level on their current productivity level. Note
that the average marginal effect of &, ;1 on @,; corresponds to the mean of all point estimates
of the gradient ¢'(&y, ;—1). For this sample the estimated average marginal effect is given by 0.77,
which underlines strong persistence in firm level productivity.
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5.3 Aggregate productivity change

I now turn to the results of aggregate productivity change with respect to different industries.
Table 5 reports for all industries the aggregate productivity growth rates, decomposed along the
Dynamic Olley-Pakes Productivity Decomposition (Melitz and Polanec, 2015). That is, into the
contribution to aggregate productivity growth of surviving, entering and and exiting firms. Table
5 reports, for each industry separately, the decomposition given in equation (22). To sustain
the interpretation of the results I also rely on Tables 6 and 7, reporting the aggregate measures
(aggregate market shares and productivity) for the initial year 1995 (¢;) and those measures for the
considered waves (t2). That is, Tables 6 and 7 correspond to equations (20) and (21), respectively.
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5.3.1 Industries’ total aggregate productivity growth

Beginning with the industries’ total aggregate productivity growth. A positive growth between
the base year 1995 (t1) and ¢2 = 1998, ...,2016 occurs if the overall productivity - composed of
the aggregate of survivors, entrants and exitors - is higher at ¢ compared to t1, i.e. (23 —Qy) >
0. In Table 5, column(s) "total change", it can be seen that in 2016 most of the industries
have experienced an increase in aggregate productivity, relative to 1995. More precisely, the
growth rates are given by -19.49% (food), 33.38% textiles, 40.33% (wood), 22.34% (pulp/paper),
15.97% (chemical prod.), 24.66% (metals), 25.11% (machines), -30.40% (automobiles) and 21.66%
furniture.

5.3.2 Contribution of survivors to aggregate productivity growth

As outlined in Section 4.3, the group of survivors’ contribution to aggregate productivity is mea-
sured by the within (unweighted) firm productivity change and between contribution (reallocation
effect of market shares among firms). Here survivors only contribute positively to aggregate pro-
ductivity change if their aggregate productivity in the considered wave, to = 1998,...,2016, is
higher compared to the same groups’ aggregate productivity in the base year 1995 t;.

Table 5 shows that the aggregate productivity of surviving firms has improved over time. It
can be seen that the groups’ within productivity change drives in many industries the aggregate
productivity improvement, whereas the between change seems to be less important.'® More pre-
cisely, except for the industry "metals" in 2007, I measure positive growth rates with respect to
surviving firms’ within change, ranging (in 2016) between 15.80% (food) and 37.55% (wood). For
many industries and years I measure a negative sign in the between change, i.e. a negative growth
induced by a negative change in the correlation between firms’ productivity level and their market
shares. Especially for the industries "food", "chemical products" and "machines", I measure a
very strong negative contribution to aggregate productivity growth through reallocation effects. In
these cases, surviving firms’ aggregate between change compensates a large part (and sometimes
even exceeds) the within change. Only for the "textile" industry I measure a positive, albeit slight,
contribution to aggregate productivity growth through reallocation effects. Haltiwanger (2011),
refers to "dynamic allocative efficiency" if the change in the covariance between firm productivity
and market share increases over time. A positive sign implies that market shares wander from low
to higher productivity firms, generating a higher consumer and producer surplus. If this is the
case Haltiwanger (2011) speaks about a "well-functioning economy". My measures indicate that,
in this sense, many of the considered French manufacturing industries are not well-functioning.
The general impression of a higher importance if the within-growth component, compared to the
between growth component, confirms findings shown by Griliches and Regev (1995) and Melitz
and Polanec (2015) for the Israeli and Slovenian manufacturing industries, respectively. However,
my findings of negative contribution to aggregate productivity growth by the between-growth com-
ponent contradicts finding in Melitz and Polanec (2015) for the Slovenian case. Also the general
picture in Pavenik (2002) for Chilean manufacturing industries shows a positive contribution to
aggregate productivity growth by the between-growth component.

5.3.3 Contribution of entrants to aggregate productivity growth

I turn now to the contribution of firm entry to aggregate productivity change, shown in Table 5
column(s) "contribution entrants". Recall that a positive contribution of the group of entrants to
aggregate productivity growth is measured if the aggregate productivity of those firms that entered
between the base year 1995 (¢1) and the considered wave (t2 = 1998,2001,...,2016) is higher in
to compared to the the aggregate productivity of those firms that survived between the initial
year and to, i.e. (Qg2 — Qg2) > 0. If this is the case, the group of entrants has a relatively high
level of aggregate productivity, compared to survivors and, hence, the industry is enriched by well
preforming new firms. For many cases (industries and years) the figures show that firm entry has
contributed positively to the overall aggregate productivity change. For instance, for the industry
"food" entering firms contribute positively to aggregate productivity change between 5.05% in
2001 to 9.3% in 2004, with respect to 1995. Only in 2016, firms that entered with respect to
1995 turn out to contribute negatively to aggregate productivity growth. Similar results are found
for other industries such as "wood", "chemical products", "metals", "machines" and "furniture".
The industry "automobiles", however, represents a counter example, where I measure a massive
negative contribution of entering firms to aggregate productivity change. For this industry, firms

18Very low between changes, are also reported Bartelsman et al. (2013) for other countries.
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that entered between 1995 and 2016 contribute negatively by -85.97% to the overall change, which
is a much higher contribution than that of the group of surviving firms, given by 19.39%. That
is, according to my estimates, the group of entrants in the French automobile industry exhibits a
considerably lower level of aggregate productivity compared to the group surviving firms.

Table 7 illustrates market shares and aggregate productivity of both surviving and entering
firms, measured in ¢35, i.e. for each of the reported industries and waves. Considering the au-
tomobile industry, it can be seen that the aggregate productivity of entrants (column(s) Qg) is
considerably lower compared to the aggregate productivity of survivors (column(s) (Qg), which
consequently induces a negative contribution of entrants. Furthermore, for the automobile indus-
try a sharp decrease in the market share of surviving firms is observed (column Sg) from 2001 on,
and, analogously, a sharp increase in the aggregate market shares of the group of entering firms
(column Sg). Hence, the negative difference between the aggregate productivity of entering and
surviving firms becomes more and more weighted by the group of entrants increasing aggregated
market share, which further increases the negative contribution of entering firms to aggregate pro-
ductivity growth. For those industries (and years) for which a positive contribution of entrants
is reported, it can be seen that the aggregate productivity of entering firms is higher than that
of surviving firms. Note that, generally, market shares of survivors (entrants) decrease (increase)
the longer the time span between 1995 and ¢ becomes, which is also reflected in the number of
observed survivors/entrants.!” Both Baily et al. (1992) (US data) and Melitz and Polanec (2015)
find that the group of entering firms contribute less to aggregate productivity growth compared
to the group of surviving firms. Beside some exception, the global pictures of my results confirms
these findings for French manufacturing industries.

5.3.4 Contribution of exitors to aggregate productivity growth

Finally, I discuss the contribution of exiting firms to aggregate productivity change, shown in
Table 5, columns "contribution exitors". There is a positive contribution of the group of exitors to
aggregate productivity growth if the aggregate productivity of those firms that have exited between
the base year 1995 (¢;) and the considered wave (t2 = 1998, 2001, ...,2016) is lower in ¢; compared
to the the aggregate productivity of those firms that survived between the initial year and ts, i.e.
(Qs1 — Qx2) > 0. Generally, I find varying signs with respect to the contribution of exiting firms
to aggregate productivity growth. For instance, throughout the whole period, the group of exiting
firms in the food industry has contributed negatively to aggregate productivity growth, ending
up in 2016 with a contribution of -21.58%, whereas survivors and entrants contribute with 15.8%
and -4.88%. Also, the strong negative contribution of exiting firms leads for the waves 2013 and
2016 to a negative overall aggregate productivity growth. That is, this industry has lost over time
more and more firms that exhibit in 1995 a higher aggregate productivity compared to the group
of surviving firms.

The industry for automobiles shows the opposite. Here exitors contribute significantly posi-
tively to aggregate productivity change, up to 41.22% in 2016. This strong positive contribution
to aggregate productivity growth of both exitors and survivors in the automobile industry, how-
ever, does not suffice to compensate the high negative contribution of entering firms. This results
implies that, according to my measures, the industry has experienced a drop out of firms that
were relatively less productive with respect to those firms that have survived. In other industries
such as "textiles", "wood", "pulp/paper", "chemical products" and "machines", exitors contribute
positively but less importantly to the total aggregate productivity change. Table 6 reports mar-
ket shares and aggregate productivity of both surviving and exiting firms. Considering the food
industry, where exitors contribute negatively to the aggregate productivity growth, it can be seen
that their aggregate productivity (column ) is always higher than the aggregate productivity
of surviving firms (column g). Instead, the automobile industry, exhibiting a significant positive
contribution of exitors, shows a higher aggregate productivity of the group of surviving firms (in
1995). The reported group market shares of survivors and exitors (columns Sg and Sx) are mea-
sured for the initial year 1995 of those firms surviving/exiting until ¢». For all industries the same
pattern of decreasing (increasing) market shares in 1995 of those firms surviving (exiting) until
year t5.20 Similar to the case of the contribution of entering firms to aggregate productivity growth
Baily et al. (1992) and Melitz and Polanec (2015) find minor importance of the contribution of
exiting firms to aggregate productivity growth (compared to the contribution of surviving firms),
which goes in line with my findings.

19Note that for each given couple, t; and to, the market shares of surviving and entering firms add up to 100%.
20Note that market shares of surviving and exiting firms always add up to 100%.
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5.4 Productivity differences

I now present the results of the analysis of productivity differences among different firm groups.
As described in Section 4.4, I proceed first by comparing the empirical cumulative density function
(ECDF) between the different groups. In a second step I discuss the results of the Kolmogorov-
Smirnov (KS) test, measuring the statistical significance in the difference between the distributions
of two compared groups. Note that for the comparison of the productivity distribution of the firm
groups I always compare firms for a chosen entry and exit cohort. To define firm survival, entry
and exit for a specific cohort ¢ I rely on the definition in Section 3.2. That is, other than in the
previous section, where I defined entry and exit for longer time spans, I here consider firms in
a specific year that where identified in a yearly perspective as survivors, entrant or exitors. In
Section 5.4.1 I discuss productivity differences between surviving and entering firms; in Section
5.4.2 between surviving and exiting firms; in Section 5.4.3 between entering and exiting firms;
in Section 5.4.4 between surviving and failing entrants; and in Section 5.5 I discuss the relation
between productivity and firm size and compare different firm size groups.

5.4.1 Survivors vs. entrants

In order to compare the productivity distributions of survivors and entrants I consider the entry
cohorts 1995, 2000, 2005, 2010 and 2015. Figure 8 provides the ECDF’s of both groups for the
respective cohort. The dashed (solid) line represents the ECDF of the group of survivors (entrants).
It can be seen that for all cohorts, the ECDF of the entrants is located slightly to the left compared
to the EDCF of the survivors. For the entry cohort 2015, the gap between both CDF’s is larger,
especially in the area where the slope of both curves rapidly increases, i.e. in the area of the
highest density of observations. Generally, the graphs indicate that the productivity distribution
of survivors stochastically dominates the productivity distribution of entering firms. This is the
case since for all percentiles (y-axis) the productivity level (x-axis) of survivors is at least as high
as the productivity level of the entering firms. Table 8 shows the results of the KS-test on both
distributions. It can be seen that the two-sided test rejects at a high level of significance for
all cohorts the null hypothesis of equality of both distributions. Moreover, the hypothesis that
surviving firms have higher productivity distribution compared to the group of entering firms
can not be rejected. In other words, the ECDF of survivors is right to the one of the ECDF of
entrants and, thus, the productivity distribution of surviving firms stochastically dominates the
distribution of entering firms. The last column of Table 8 reports the difference in the median
value of productivity between both groups at the median. The figures show that the median level
of productivity is higher for the group of survivors compared to the group of entrants, with a
difference ranging between 7.0% in 2000 to 17.8% in 2010. Note that these results of productivity
differences between surviving and entering firms confirm those presented in Farinas and Ruano
(2005) for Spain and Wagner (2010) for Germany.
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Figure 8: The distribution of productivity for survivors vs. entrants
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Table 8: Productivity differences between survivors and entrants
Two-sided test: One-sided test:

Observations Equality of Difference favorable Med1an
L . difference
distributions to survivors

Year # of # of Statistic -value  Statistic -value medg-med
Entrants Survivors p p o B
1995 6346 41341 0.058 0.000 0.014 0.129 0.082
2000 5534 42693 0.090 0.000 0.013 0.175 0.070
2005 4755 47140 0.080 0.000 0.009 0.466 0.099
2010 4547 42200 0.150 0.000 0.007 0.633 0.178
2015 1515 30317 0.166 0.000 0.007 0.853 0.165

5.4.2 Survivors vs. exitors

Next I compare productivity differences between the group of survivors and exitors. Figure 9
presents the productivity ECDF’s of both groups for the considered cohorts. Here, the dashed
(solid) line represents the ECDF of survivors (entrants). Similar to the previous case, for all
years, the productivity ECDF of the group of survivors is located slightly to the right. This
indicates that for each percentile the level of productivity of survivors is higher compared to those of
exitors. Only for the year 2010, exitors and survivors do not seem to exhibit a significant difference
in productivity. Generally, however, the graphs indicate that the productivity distribution of
surviving firms stochastically dominates the productivity distribution of exiting firms. Table 9
provides the results from the corresponding KS-test. It can be seen that for all years the two-sided
tests rejects the null hypothesis of equality of both distributions, at a high level of significance.
Considering the one-sided test, the hypothesis that the difference is favorable to surviving firms
can not be rejected except for the year 2010, which goes in line with the graphical finding. I
conclude that for all considered cohorts, except 2010, the productivity distribution of survivors
stochastically dominates the productivity distribution of exitors. The median difference, sustains
this difference where survivors for all years have a higher level of the median productivity level,
with a difference ranging between 4.3% in 2015 and 12.4% in 2015. For the year 2010, the median
difference in productivity is slightly favorable for exitors, given by 2.5%. The results here again go
in line with those presented in Farinas and Ruano (2005) and Wagner (2010).
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Table 9: Productivity differences between survivors and exitors
Two-sided test: One-sided test:

Observations Equality of Difference favorable Medlan
. . difference
distributions to survivors

Year # of 7 of Statistic p-value Statistic -value medg-med
Exitors Survivors p p o X
1995 2268 41341 0.052 0.000 0.011 0.613 0.068
2000 5389 42693 0.083 0.000 0.003 0.900 0.078
2005 2492 47140 0.101 0.000 0.010 0.631 0.124
2010 4998 42200 0.026 0.004 0.026 0.002 -0.025
2015 1608 30317 0.062 0.000 0.023 0.192 0.043

5.4.3 Entrants vs. exitors

Figure 10 illustrates the graphical comparison between the productivity ECDF’s of both entrants
and exitors, where the dashed (solid) line represents the ECDF of exitors (entrants). For the
entry/exit cohorts 1995, 2000, and 2005 exitors seem to have lower productivity levels especially
for low levels of productivity, where the dashed line lies slightly above the solid line. For higher
productivity level both CDFs collapse. Contrarily, for the year 2015 the CDFs of exitors lies
relatively constantly below the CDF of entrants, which indicates stochastic dominance in favor
of the productivity distribution of exitors. For the year 2010 the curves intersect, that is, in the
region of lower productivity, the CDF of entrants lies below the CDF of exitors, while for higher
productivity levels the opposite is the case.

The corresponding KS-test results are reported in Table 10. The two-sided test reveals that
except for the year 1995 the null hypothesis of equality of both distribution can be rejected. The
one-sided test for the hypothesis that the productivity difference is favorable to exitors can not
be rejected for the cohorts 1995, 2010 and 2015. Except for the year 1995, this implies that the
productivity distribution of the group of exitors for these cohorts stochastically dominates the
distribution of entrants. Note that the test result for the year 1995, is ambiguous since on the one
hand equality of both distribution can not be rejected, and on the other hand, the one-sided test
indicates a difference in productivity favorable for exitors. This might steam from the fact that
the distributional difference for this year is very small as also indicated by the median difference
in the last column. Instead, the hypothesis of can be rejected for the cohorts 2000 and 2005. This
supports the graphical analysis, where especially for the years 2000 and 2005 for some regions a
slightly favorable difference for the group of entrants can be seen. The median difference reflects
test results: For the years 1995, 2010 and 2015 the median productivity level of exitors is slightly
higher compared to exitors, with a difference ranging between -1.4% in 1995 to -20.3% in 2010.
Farinias and Ruano (2005) also find very small differences between entering and exiting firms,
however, their general pattern indicates a higher productivity levels for entering firms.
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Table 10: Productivity differences between entrants and exitors

Two-sided test:

One-sided test:

Observations Equality of Difference favorable Median difference
distributions to exitors
Year 7 of # of Statistic p-value Statistic p-value med g-med x
Entrants Exitors
1995 6346 2268 0.017 0.704 0.017 0.371 -0.014
2000 5534 5389 0.051 0.000 0.051 0.000 0.008
2005 4755 2492 0.047 0.002 0.047 0.001 0.025
2010 4547 4998 0.171 0.000 0.014 0.419 -0.203
2015 1515 1608 0.111 0.000 0.001 0.999 -0.123

5.4.4 Surviving entrants vs. failing entrants

I now compare surviving vs. failing entrants. This is an interesting comparison since in the
literature firms’ initial productivity level is often seen as a determinant factor for firms’ future
success (Hopenhayn, 1992). I define surviving entrants (SE) as firms entering at ¢ and being
registered as survivors in ¢ + 1. According to the definition of entry and survival, this means that
surviving entrants are active for at least three consecutive years. Instead, failing entrants (FE) are
defined as firms entering at ¢t and being identified as exitor at ¢t + 1. Note that a firm identified as
exitor at t is still active in ¢ but effectively exits in ¢t + 1. By this definition, failing entrants are
only active for two consecutive years. I analyse the entry cohorts for the years 1995, 2000, 2005,
2010 and 2014.%2" Figure 11 provides the graphical comparison of the productivity ECDF’s of both
groups. Here the dashed (solid) line represents the ECDF of surviving (failing) entrants. The
graphs show, especially for the years 1995, 2000, 2005, and 2010 a relatively consistent picture,
where the productivity ECDF of surviving entrants is located to the right relative to the ECDF of
failing entrants. For these years the productivity levels of surviving entrants are higher compared
to those of failing entrants, indicating that the distribution of surviving entrants stochastically
dominates the distribution of failing entrants. It seems, however, that the productivity differences
between both groups become smaller over time since the ECDFs move closer together. For the
exit cohort 2014 I observe an intersection between both ECDFs, where for very low levels of
productivity failing entrants exhibit a higher productivity (the ECDF located to the right). After
the intersection, with the steep increase of the ECDFs, the productivity level of failing entrants
lies below that of surviving entrants (located to the left). In this case, for none of the distributions
stochastic dominance can be assessed. Table 11 provides the corresponding KS-test results. The
null hypothesis of the two-sided test, i.e. equality between both distributions, is rejected for
all entry cohorts, except 2014, at the 5% significance level. The one-sided test, testing for the
hypothesis of a difference favorable for failing entrants is rejected at the 1% significance level
for the years 1995 - 2010, but cannot be rejected at a reasonable significance level for the year
2014. This means that for the entry cohort 1995, 2000 and 2010, the productivity distribution of
surviving entrants stochastically dominates the distribution of failing entrants. As before, these
findings support the results with respect to productivity differences between surviving and failing
entrants presented in Farinas and Ruano (2005) for Spain and in Wagner (2010) for Germany. The
last column in Table 11 shows productivity differences at the median of both distributions. It can
be seen that median productivity level of surviving entrants is higher, and the difference ranges
between 19.2% in 1995 and 5.7% in 2014.

2INote that I chose 2014 instead of 2015 as we did in the previous cases, since surviving entrants need to be
defined as survivors in ¢ + 1. Survivors, themselves are defined as being active in ¢t — 1, ¢ and ¢ + 1. However, since
2016 is the last year of my sample period, the last year for which survivors can be identified is the year 2015.
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Table 11: Productivity differences between surviving and failing entrants

Two-sided test: One-sided test: Median
Observations Equality of Difference favorable difference
distributions to failing entrants
Year 7 oEf)nSt;l;/llt\S/lng #Eorftf:;lltl;lg Statistic  p-value  Statistic p-value medgg-medrg
1995 5244 804 0.143 0.000 0.143 0.000 0.192
2000 4697 618 0.063 0.025 0.063 0.013 0.063
2005 4125 412 0.099 0.001 0.099 0.001 0.126
2010 3658 619 0.089 0.000 0.089 0.000 0.095
2014 1665 188 0.075 0.293 0.071 0.186 0.057

5.5 Productivity differences with respect to firm size

To investigate the relation between firms’ productivity and size I first take a look at a correlation
matrix reporting correlations of log productivity, @w,, and the log input demand variables, xﬁt, xﬁm
and 2™, as well as the binary firm status variables entry and exit, e,;, and e,,. In a second step I
then analyze - similar to the previous comparisons - the productivity distributions of different firm
size groups.

Table 12 presents the correlations between firms’ log productivity and the log of capital, la-
bor and materials demand, as well as the correlation between firms’ productivity and the dummy
variables entry and exit. All correlations are reported based on the whole industry and for each
2-digit industry separately. Surprisingly, the correlations I find are all very small. Interpreting
only the sign, firms’ productivity and the use of capital is positively related when the correlation is
calculated based on the whole sample, while for industries "wood", "pulp/paper", and "furniture"
a slightly negative correlation is found. Regarding the correlation between productivity and labor
I find a negative overall correlation but a slight positive correlation for the industries "food", "tex-
tiles", "chemical products", "metals" and "automobiles". The figures also show a negative overall
correlation (as well as for all 2-digit industries) between productivity and firm entry, and produc-
tivity and form exit, respectively. Generally the figures indicate that there is no strong relation
between firms’ size (measured by the different input variables) and and their (log) productivity.

Table 12: Correlations

Industry cor(wnt, a:flt) cor(wnt, a:lm) cor(@nt,zt)  cor(Wnt, eit) cor(wnt, e,,;) Obs.

All 0.01 -0.01 -0.07 -0.03 -0.01 1118540
(0.00) (0.00) (0.00) (0.00) (0.00)

10 food 0.03 0.02 -0.01 -0.03 -0.01 643411
(0.00) (0.00) (0.00) (0.00) (0.00)

13 textiles 0.06 0.03 -0.08 -0.04 -0.04 52123
(0.00) (0.00) (0.00) (0.00) (0.00)

16 wood -0.01 -0.06 -0.17 -0.03 0.00 100259
(0.00) (0.00) (0.00) (0.00) (0.95)

17 pulp/paper -0.02 -0.03 -0.15 -0.02 -0.02 25724
(0.00) (0.00) (0.00) (0.01) (0.00)

20 chem. products 0.03 0.01 -0.10 -0.03 -0.04 43139
(0.00) (0.09) (0.00) (0.00) (0.00)

24 metals 0.03 0.04 -0.09 -0.04 -0.05 17201
(0.00) (0.00) (0.00) (0.00) (0.00)

28 machines 0.00 -0.01 -0.21 0.00 -0.02 101411
(0.17) (0.03) (0.00) (0.53) (0.00)

29 automobiles 0.09 0.06 -0.09 -0.05 -0.04 32740
(0.00) (0.00) (0.00) (0.00) (0.00)

31 furniture -0.01 -0.02 -0.19 -0.03 -0.02 102532
(0.00) (0.00) (0.00) (0.00) (0.00)

Note: p-values are given in parenthesis.

Analogously to the investigation of productivity differences between survivors, entrants and
exitors, I conduct a comparison of the ECDFs of different firm size groups, graphically and by
the application of the KS-test. For this purpose I cluster firms into three groups: 1) small firms,
with a number of employees between 1 and 50; 2) medium firms, with a number of employees
between 51 and 250; and 3) big firms with a number of employees of more than 250. Figure 12
reports the ECDF of small, medium and big firms, represented by the solid, dashed and dotted
lines, respectively. As before, I compare size differences for the years 1995, 2000, 2005, 2010 and
2015. Considering the graphs it seems that small firms are less productive for lower percentiles,
since the ECDF of small firms is located to the left compared to medium and big firms. However,
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at around the 20th percentile the ECDF of small firms intersects the ECDF of both medium and
big firms and is then consistently located to the right, compared to the ECDFs of medium and big
firms, indicating for higher productivity levels within this range. Also it seems that the ECDF of
medium firms is slightly located to the right for higher percentiles compared to the ECDF of big
firms. This indicates that the productivity level of big firms is lower compared to smaller firms
at higher ranges of the productivity distribution. However, it can also be seen that for very low
productivity levels, the ECDFs of medium and big firms intersect, which does not allow to conclude
for stochastical dominance of the distributions.

The results of application of the KS-test for the comparison between the productivity distri-
butions between small and medium, small and big, as well as medium and big firms are presented
in Table 13, 14 and 15, respectively. For all comparisons and years the null hypothesis of equality
of the considered distributions is highly rejected. Furthermore, the one-sided test, testing the hy-
pothesis that the difference is favorable to the respective larger firm group is also strongly rejected
for each compared group (and year). From these tests I conclude that none of the productivity
distributions of the compared size groups stochastically dominates its counterpart. Analysing firm-
level data of African manufacturing, industries Van Biesebroeck (2005) also finds no stochastical
dominance of the (total factor) productivity distribution of large firms with respect to small firms.
Instead, analysing only labor productivity he shows that the labor productivity distribution of
large firms stochastically dominate the one smaller firms. For the case of US and Canadian firms
Leung et al. (2008) find a positive relation between firm size and labor and total factor productivity
in manufacturing and non-manufacturing industries.

Table 13: Productivity differences between small and medium

Two-sided test: One-sided test: Median
Observations Equality of Difference favorable .
e . difference
distributions to medium
Year 7 (;ifrrsnr;lall 7 ofﬁlrnnelglum Statistic  p-value  Statistic = p-value med,medium-medsmail
1995 46652 3098 0.267 0.000 0.267 0.000 -0.374
2000 51209 3133 0.260 0.000 0.260 0.000 -0.340
2005 50848 3046 0.292 0.000 0.292 0.000 -0.357
2010 49198 2847 0.297 0.000 0.297 0.000 -0.385
2015 30330 2706 0.303 0.000 0.303 0.000 -0.359
Table 14: Productivity differences between small and big
Two-sided test: One-sided test: Median
Observations Equality of Difference favorable difference
distributions to big firms
Year 7 c&fr;?all #ﬁorinzlg Statistic  p-value  Statistic  p-value medy;g-medgpman
1995 46652 909 0.434 0.000 0.434 0.000 -0.511
2000 51209 941 0.407 0.000 0.407 0.000 -0.480
2005 50848 986 0.482 0.000 0.482 0.000 -0.531
2010 49198 843 0.519 0.000 0.519 0.000 -0.594
2015 30330 813 0.504 0.000 0.504 0.000 -0.596
Table 15: Productivity differences between medium and big
Two-sided test: One-sided test: Median
Observations Equality of Difference favorable difference
distributions to big firms
Year 7 ofﬁ;nnei;ilum #ﬁ(;;:lg Statistic ~ p-value  Statistic  p-value medpy;g-mededium
1995 3098 909 0.173 0.000 0.173 0.000 -0.137
2000 3133 941 0.189 0.000 0.189 0.000 -0.14
2005 3046 986 0.215 0.000 0.215 0.000 -0.174
2010 2847 843 0.257 0.000 0.257 0.000 -0.208
2015 2706 813 0.309 0.000 0.309 0.000 -0.237
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Figure 12: The distribution of productivity for small vs. medium vs. big firms
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6 Limits

My analysis is limited in various ways. To begin with limitations related to the estimation of
the translog production function and, hence, related to the measurement of productivity. First,
the production function I use to estimate firm-level productivity implies the same production
technology for all firms, industries and years up to some additive random terms. This is certainly
a limitation given the different industries considered and the long sample period during which,
in my setting, the parameters are supposed to either fixed or random, so that heterogeneities
can be subsumed in the additive random term. Technological differences are studied in more
details by De Monte and Koebel (2020) using the same data. Second, I assume Hicks neutral
technical change, which implies that the productivity term wy; is additive in the expression of
the production function. Third, since I use deflated firm sales as gross output production, my
productivity measure does probably not fully reflect firms’ efficiency because of price effects that
occur within the considered 2-digit industries, if firms practice product differentiation, and/or if
firms detain market power (Van Biesebroeck, 2008). Fourth, to estimate the production function
T only control for a potential simultaneity bias. However, as Olley and Pakes (1996) argues, there
might also be a selection bias due to endogenous firm exit, which is neglected in the adopted
estimation procedure.

Moreover, my analysis is limited with respect to the identification of firm entry and exit. My
data set does not allow to definitely identify firm entry and exit in a legal sense. That is, firms
may be inactive for a certain period and then reactivate their business. I count such cases as entry
(reactivation of activity) and exit (temporal inactivity). Also, I am not able to identify mergers
and acquisitions. That is, if a firm acquires a second firm I consider this as an exit of the acquired
firm - even if it continues to produce.

7 Conclusion

This paper investigates French firm-level data for different manufacturing industries, covering the
period 1994 - 2016. My main interests are (i) the evolution of aggregate productivity related to firm
entry and exit, (ii) productivity persistence and (iii) productivity differences between different firm
groups such as survivors, entrants and exitors as well as between firm size groups. My results show
that aggregate productivity has increased over time for most of the investigated 2-digit industries.
Furthermore, aggregate productivity change is mainly driven by productivity improvements of
surviving firms (within change). See Baily et al. (1992), Griliches and Regev (1995), Pavcnik
(2002) and Melitz and Polanec (2015) who also find an important within contribution of surviving
firms to aggregate productivity growth. Furthermore, I find that the contribution of aggregate
productivity changes via market shares reallocation of surviving firms (between change) is for most
industries negative, indicating inefficient allocation of production (Haltiwanger, 2011). Moreover,
according to my measures the contribution of firm entry and exit to aggregate productivity growth
varies substantially among industries. In comparison to the contribution of surviving firms, entry
and exit plays especially for the industries "food", "metals" and "automobiles" an important role
with respect to aggregate productivity growth. While in the metals industry entrants contribute
substantially positively to aggregate productivity growth, for the automobiles industry I measure a
strong negative contribution of the same group. Similarly, while I measure for the food industry a
negative contribution of exitors with respect to the industries total aggregate productivity change,
the group of exitors in the automobile industry has contributed considerably positively. Generally,
my results suggest that the group of entering and exiting firms, however, contribute less to aggregate
productivity growth compared to the contribution of surviving firms, which confirms findings in
Baily et al. (1992) and Melitz and Polanec (2015). For industries that experienced a negative
contribution of exitors this implies that relatively high productive firms have exited the market
and, hence, exiting firms contribute negatively to the aggregate productivity growth. Haltiwanger
(2011) defines a well-functioning economy as an economy revealing allocative efficiency, i.e. more
productive firms tend to hold more market shares and market shares wander from less to high
productive firms over time. In this sense, those industries that exhibit a negative contribution by
the group of exitors indicate to be badly-functioning economies, since in these cases the group of
exiting firms has a higher aggregate productivity compared to the group of surviving firms, where
the latter group takes over the largest part of the left market shares, implying that market shares
wander by trend from higher to low productive firms.

In order to investigate productivity differences with respect to different firm groups I apply
the concept of stochastic dominance, following Farifias and Ruano (2005). My results show that
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over all industries survivors have higher productivity levels compared to entering and exiting
firms. Entrants have higher productivity compared to exitors. And surviving entrants have higher
productivity compared to failing entrants. These results go in line with Farifias and Ruano (2005)
analysing Spanish manufacturing industries and a similar study by Wagner (2010) for the case
of German manufacturing industries. Furthermore, these findings confirm model assumptions
concerning firm selection, i.e. the process of firm entry and exit, in Hopenhayn (1992). My
analysis of productivity differences with respect to different firm size groups (small, medium and
large firms), shows that within a range of lower productivity, large firms have higher productivity
compared to small and medium firms. However, within a range of higher productivity levels, small
firms turn out to be more productive with respect to medium and large firms. These findings go in
line with Van Biesebroeck (2005) for the case of firms active in African manufacturing industries but
are contradicting to results shown in Leung et al. (2008), where US and Canadian manufacturing
and non-manufacturing firms are analysed.
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Appendix A: Data

A1l: Merging of the data sets FICUS and FARE

For my analysis I merge the two fiscal firm-level data sets FICUS and FARE, covering the periods
from 1994 to 2007, and 2008 to 2016, respectively. Both in FICUS and FARE firms are classified by
a 4-digit industry nomenclature "NAF" (nomenclature d’activité francaise). However, from FICUS
to FARE this industry nomenclature has significantly changed. In FICUS, the nomenclature was
organized according to "NAF 1", while in FARE the nomenclature is organized according to "NAF
2". In this study I treat one single data set, 1994 - 2016, by establishing consistency in the industry
nomenclature NAF 2 throughout the whole period. That is, I assign the current 4-digit industry
nomenclature NAF 2 retrospectively for all firm observations from FICUS. For firms that are
observed both in FICUS and FARE or only in FARE the 4-digit industry according to NAF 2 they
belong to is known. However, for firms that have exited the market before 2008 I do not know to
which NAF 2 4-digit industry they would have belonged to if they had continued their activity. To
also classify these firms by the NAF 2 4-digit nomenclature I use the following methodology. I first
only look at firms that are observed in both data sets FICUS and FARE. From these observations
I build a transition matrix where each row represents a 4-digit industry according to NAF 1 and
each column represents a 4-digit industry according to NAF 2. Each cell of the transition matrix
contains the number of firms transiting from a specific 4-digit industry in FICUS (NAF 1) to the
new 4-digit industry in FARE (Naf 2). Table 16 shows an exemplifying transition matrix, where I
chose the NAF 1 4-digit industries 201A - 205C, i.e. the wood working industries. For instance it
can be seen that there are 2060 firms observed that were classified in FICUS in 201A (first row)
and in FARE in the industry 1610 (third columns), while there are only 46 observations that were
classified in 201A and in FICUS in 0220 (first column). From these observed transition frequencies
I then calculate the transition probabilities by simply dividing each element of the matrix by the
sum of its corresponding row. That is, the NAF 1 - NAF 2 transition probabilities are calculated
by
Zg&w 1[n€z and n€j]
27]2];161' 1[7761]
where n is a firm observed in both FICUS and FARE, i and j are specific 4-digit industries
according to NAF 1 and NAF 2, respectively. 1 is an index variable equal to 1 if the condition
in parenthesis is fulfilled. Table 17 contains the transition probabilities according to the observed
transitions Table 16. It can be seen that those 4-digit transitions between FICUS and FARE that
were more frequently observed obtain accordingly higher probabilities. In a second step, firms only
observed in FICUS belonging to a specific NAF 1 4-digit industry, are assigned to a NAF 2 4-digit,
by drawing from a discrete probability distribution which corresponds to the row in the probability
transition matrix, i.e. the NAF 1 4-digit industry a firm belongs to and its potential transition
possibilities.

Pij = (27)
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A2: Supplementary information on 2-digits industries and observations

Table A1 below provides the list of considered 2-digit industries with the corresponding number of
firms as well as the total number of observations.

Table 18: Description 2-Digit Manufacturing Industries

Industry  Description # Firms # Obs.
10 Manufacture of food processing 101,766 702,388
13 Manufacture of textiles 6,821 56,685
16 Manufacture of wood, products of wood and cork 13,199 108,751
17 Manufacturing of pulp paper and paperboard 2,807 28,055
20 Manufacturing of chemical products 5,173 46,945
24 Manufacturing of basic metals 2,056 18,683
28 Manufacturing of machines and equipment 13,137 109,306
29 Manufacturing of automobiles 4,010 35,597
31 Manufacture of furniture 15,545 110,451
Total 164,514 1,216,861

A3: Missing values treatment

First of all, is noteworthy to mention again that I only keep firms reporting at least one employee.
In doing so, I also drop all missing values for the variable log labor (z!,). For the estimation of
firm-level productivity in the framework of a translog production function it is only possible to
obtain productivity estimates of those firms reporting positive values for the variables gross output
production as well as the input factors capital, labor and materials. Since I relate firm productivity
to entry and exit I aim to investigate whether missing values in the production function variables
are related the firm status variables entrant, exitor and survivor. Table 19 provides information
about missing values with respect to the three firm groups. The first three rows represent the
shares of missing values (in %) within each firm group. That is, in the data within the group of
entrants, exitors and survivors the share of missing values in the variable gross output production
is given by 18.99%, 19.53% and 15.52%. The share of missing values of the variable capital is
particularly high for the groups of exitors, whereas the share of missing values within the group of
entrants and survivors are given by only 4.6% and 1.56%.

The last two rows show the share of entrants, exitors and survivors with respect to all ob-
servations (over firm groups), when keeping (fourth row) or dropping (fifth row) missing values.
Keeping missing values, the share of entrants, exitors and survivors is given by 8.33%, 9.81% and
71.16%, respectively. Once I drop missing values, the shares of entrants and exitors, slightly drops
to 7.97% and 8.12%, whereas the share of survivors increases to 73.91%. This is due to the fact
that I find relatively more missing values within the groups of entrants and exitors. I generally find
that missing values are related to firms’ status, and, hence, productivity effects related to entry
and exit might be slightly underestimated.??

Table 19: Missing values and firm groups®?

Entrants Exitors Survivors

y 18.99 19.53 15.52

Share of zF 4.60 17.95 1.56
missing values ! 0.00 0.00 0.00
™ 2.37 2.70 1.24

Share of Share with NAs 8.33 9.81 71.16
observations Share without NAs 7.97 8.12 73.91

® Figures are expressed in %
b Figures are calculated across all industries and years.

A4: Firms with zero or one employee

In this analysis I only consider firms with at least one employee. However, very small firms,
reporting only one employee, often switch between reporting one and zero employees. Table 20

22 Note that the shares of the three firm groups do not sum up to 100% since for the first and the last year in the
sample period (1994 and 2016) I cannot identify either entrants or exitors and survivors.
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shows the number of observations (across all industries) with respect to different firm size groups.
As already shown in Figure 1 the evolution of the number of firms have been decreasing for all
considered size groups (small, small-medium, medium-large and large). It can be seen, however
that the group of small firms shows especially in 2015 a sharp decrease in the number of firms,
which immediately increases in the last sample period 2016. Table 21 shows that this is due to
firms shifting between zero and one employees. The very last column documents for each year
(t) the number of firms that reported in ¢ — 1 zero employee. Here, for the year 2015, there are
4098 firms reported with zero employees that reported in 2014 one employee, inducing a sharp
decrease in the number of observations (when considering firms with at least one employee). The
fifth column reports analogously the number of firms that reported one employee in ¢ and zero
employee in t — 1. It can be seen that in 2016 there are 5908 firms with one employee that reported
zero employee in 2015. This leads to the sharp increase for small firms in 2016, shown in Figure 1.

Table 20: Number of observations including firms with zero employee
Firm size groups

# empl. 0 1 2-4 5-9  10-19 20-49 50-99 100-199 200-499 >500
1994 22526 15049 25051 13694 5483 5789 1856 1192 795 396
1995 23748 15203 25008 13664 5731 5715 1878 1201 805 393
1996 23833 15950 27213 15244 6221 5965 1906 1219 800 385
1997 24202 15707 27007 15653 6219 6040 1859 1181 809 370
1998 26350 15303 26068 14945 6573 5954 1862 1194 805 389
1999 27083 15152 25073 15204 6672 5859 1835 1197 815 404
2000 22297 14840 26376 15456 6408 5783 1872 1223 848 438
2001 20997 13972 25055 15336 6505 5805 1907 1231 896 439
2002 22051 14611 25865 16052 6903 5949 1956 1299 920 462
2003 21890 14805 25067 16285 6879 5799 1902 1273 911 455
2004 22329 14946 25296 16428 6943 5701 1858 1222 899 438
2005 20120 13726 23947 15812 6927 5542 1791 1226 865 424
2006 21626 14434 25022 16382 7417 5238 1708 1208 839 413
2007 20728 14898 25020 15995 7430 5077 1682 1150 828 406
2008 29592 13102 23683 15705 7610 5257 1717 1157 813 393
2009 31109 10334 21299 14663 7598 4875 1714 1060 756 361
2010 33011 9828 20596 14544 7556 4834 1660 1105 743 358
2011 33088 9359 19684 14310 7524 4763 1637 1048 754 334
2012 33491 8936 19197 14075 7447 4690 1628 1067 770 336
2013 36757 8126 17902 13374 7325 4627 1620 1079 735 348
2014 38298 8592 18498 13888 7584 4619 1585 1074 715 344
2015 55092 4953 10030 9386 6549 4530 1545 1047 724 350
2016 35169 13088 16992 14871 6987 4736 1545 1018 718 337

Table 21: Firms dynamics of firms reporting one and zero employee.

# of firms # of firms # of firms with zero # of firms with one
Year (t) # of firms with zero with one employee in t-1 employee in t-1
employees employee and one in t and zero in t

1994 91831 22526 15049

1995 93346 23748 15203 1696 2111
1996 98736 23833 15950 2642 1544
1997 99047 24202 15707 1640 1729
1998 99443 26350 15303 1508 3033
1999 99294 27083 15152 2453 2959
2000 95541 22297 14840 3388 1072
2001 92143 20997 13972 1497 1521
2002 96068 22051 14611 1524 1584
2003 95266 21890 14805 1582 1555
2004 96060 22329 14946 1619 1654
2005 90380 20120 13726 1532 1541
2006 94287 21626 14434 1455 1392
2007 93214 20728 14898 1583 991
2008 101904 29592 13102 1104 3179
2009 96185 31109 10334 1218 3242
2010 98320 33011 9828 975 1976
2011 96430 33088 9359 858 1819
2012 96636 33491 8936 922 1775
2013 98149 36757 8126 887 1985
2014 101601 38298 8592 1171 1527
2015 94395 55092 4953 601 4098
2016 95565 35169 13088 5908 581
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Appendix B: Production function estimation

As presented in Section 4.1 I estimate the production function by making use of the proxy variable
approach, presented by Olley and Pakes (1996) and closely follow Ackerberg et al. (2015). To
briefly illustrate how I proceed to estimate production I use as example a simple Cobb-Douglas
gross output production function, given by

k l m
Ynt = Qo + AK Ty + QLT + QM Ty + Wit + €ng,

where I keep the same notation as in the main text. The first stage of the estimator consists in a
non parametric estimation of the term ®(z*,, z!,, ™), which was derived in equation (3), given
by.

k l =1/ k l
Ynt = Q0 + QR Tyy + QLT + oy + fr (Tng, Tty Tpt) + €

T (K l m
= é(xnt’ Tt mnt) + €nt-

I use the statistical software R and estimate ® using the the np package (Hayfield and Racine,
2015). Optimal bandwidths are obtained by using the expected Kullback-Leibler cross-validation
method. In the second step I regress aﬁnt(e) on a higher order polynomial of «g fw\m_l(e).
The residuals of this regression, denoted by ént, called the innovation to productivity, are then
used to for the GMM estimation. In the case of a simple Cobb-Douglas gross output production
function, the imposed moment conditions presented in equation (11) reduce to

. xﬁt
E | &u(0) [ @ha— | | =0

m
T t—1

For the GMM regression I use the R-package gmm (Chaussé, 2010). The the R command gmmy()
requires first to define a function that returns a matrix where each column contains a moment
conditions. I call this function "moments". In the formals of the function I define "theta", the set
of parameters to be estimated, and "data", a matrix object containing all necessary variables.

moments <— function (theta , data){

# Specify the production function parameters
alphaK = theta[1]; alphalL = theta[2]; alphaM = theta[3]

# Data

# First step nonparametric estimate and its lagged wvariable
phi_hat <— data[,"phi hat"| ; phi hat 11 <- data[,"phi hat 11"]
# FEzplanatory variables and lagged wvariables

# Capital

k <— data[, "k"| ; k 11 <— data|, "k 11"]

# Labor

1 <~ dataf, "1"| ; 1 11 <— data[, "1 I1"]
# Materials
m <— data|, "m"| ; m 11 <- data[, "m 11"]

# Instruments

z1 <— k; z2 <~ 1 11; z3 <~m 11

# Moment matrix

Z <— matrix (NA, nrow = nrow(data), ncol = 3)

# Generate omega and regress on its lagged values

omega <— phi hat — alphaKxk — alphaLx]1— alphaM*m

omega lag <— phi hat 11 — alphaKxk 11 — alphaLxl 11 — alphaMm 11
omega lag pol <— cbind (1, omega lag, omega lag~2, omega lag"3)

# Recover residuals (innovations to productivity)
resid <— resid (Ilm(omega = omega lag pol))
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# Define moments
Z[,1] = zlxresid; Z[,2] = z2xresid; Z[,3] = z3xresid

return(Z)

}

# Specifying initial values for the numeric optimization .
res.ols = Ilm(y 7 k + 1 + m, data=data)

alphaK 0 = coefficients(res.ols)[2]

alphal. 0 = coefficients(res.ols)[3]

alphaM 0 = coefficients(res.ols)[4]

t0 = c(alphaK 0, alphaL 0, alphaM_0)
# GMM estimation
# Note: a) use "optimal” weighting matriz

# b) use "optim" as numeric optimizer (default Nelder—Mead algo.)
res.gmm = gmm(g—moments, x—=data), t0=t0, wmatrix="optimal", optfct="optim")
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Appendix C: Productivity persistence

Estimates for the density of firms’ productivity in ¢ conditional on their productivity at ¢ — 3, that
is 7 = 3. Figure 13 depicts the conditional density in a 3D plot and Figure 14 the corresponding
contour plot. The results are very similar to the case presented in the main text with 7 = 1. Firms’
show a high degree of productivity persistence.
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Figure 13: 3D plot of the conditional density §s(w|w)
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Figure 14: Contour of the conditional density §s(w|)

Appendix D: DOPD analysis 2007 - 2016

Complementary to Section 5.3, Tables 24, 25 and 26 show the industries’ aggregate productivity
decomposition and growth rates, however, the measures are reported for the waves 2010, 2013 and
2016, and with respect to the base year 2007.
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Industries’ total aggregate productivity growth

In Table 26, column(s) "total change", it can be seen that, in 2016 and relative to 2007, the in-
dustries experienced the following total change in aggregate productivity: -15.56% (food), 7.05%
(textiles) 17.27% (wood), 4.46% (pulp/paper), 1.49% (chemical products), 14.13% (machines),
-0.57% (metals), -35.16% (automobiles) and -7.5% (furniture). That is, four out of nine indus-
tries, namely the industries "food", "machines", "automobiles", and "furniture" show a negative
aggregate productivity growth tendency.

Contribution of survivors to aggregate productivity growth

Generally, individual firms’ productivity improvement (within change) of those firms that survived
between 2007 and the corresponding reported wave, has positively contributed to the total aggre-
gate productivity growth in all industries and years. With respect to 2007, the group surviving
firms’ increased its aggregate productivity by 8.09% (food), 12.15% (textiles), 19.95% (wood),
7.87% (pulp and paper), 9.59% (chemical products), 22.74% (metals), 4.10 % (machines), 8.21%
(automobiles) and 0.77% (furniture). Instead, the contribution of the group of surviving firms to
aggregate productivity growth via market share reallocation (between change) is measured to be
negative for almost all years and industries, indicating that overtime market shares slowly wander
from more to less productive firms. This negative contribution of the group of surviving firms by
reallocation effects seems to be less important compared to individual firms productivity improve-
ment, however, for some industries and years the amplitude is relatively important: For instance,
consider the industries for "food" and "metals", here the (negative) between contribution almost
completely compensates the (positive) within contribution.

Contribution of entrants to aggregate productivity growth

According to my measures and with respect to 2007, for many years and industries the group of
entrants have negatively contributed to aggregate productivity growth. Here, the most significant
contribution of firm entry is measured for the industries "food" and "automobiles", with a negative
contribution to aggregate productivity in 2016 given by -10.76% and -88.13%, respectively. For
the other industries I observe a very low contribution of entrants, which results from a very small
difference in aggregate productivity between the group of entrants and survivors (Qgs — Qg2) as
can be seen comparing the corresponding columns, Qgo and g2, in Table 26.

Contribution of exitors to aggregate productivity growth

Similar to the effect of firm entry, the contribution of firm exit is measured to be negative for nearly
all industries and years, with respect to 2007. While the contribution of the group of exitors is
rather small, for the industries "food" and "automobiles" the contribution of exitors to aggregate
productivity growth is considerable. More precisely, with respect to 2007, in 2016 the contribution
of exitors is given by -5.91% and 48.08%, respectively. Note that the contribution of exiting firms
is measured by difference between survivors and exitors aggregate productivity in the base year
2007, i.e. Qg1 — Qx1. A positive (negative) contribution means, hence, that the industry has lost
unproductive (productive) firms (relative to survivors.
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